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Abstract 

This document provides a description of the models in TRACG.  TRACG is a computer code for 
the prediction of boiling water reactor transients ranging from simple operational transients to 
design basis loss-of-coolant accidents, stability and anticipated transients without scram.  
TRACG incorporates a two-fluid thermal-hydraulic model for the reactor vessel, the primary 
coolant system and the containment and a three-dimensional kinetics model for the reactor core.  
The physical models and the numerical scheme are described in this report.  The basic 
conservation equations and their solution are detailed, and the models needed for the closure 
relationships are described. 
 
Revision 1 was expanded to include detailed descriptions of the models and correlations used in 
the code.  Thesed additional details included the technical basis and assumptions, 
implementation details and range of applicability for each correlation.  Revision 2 limited the 
scope of TRACG to BWR/2-6 and ABWR.  Revision 3 expands the scope of TRACG to include 
ESBWRs and containment modeling.  Revision 4 incorporates errata and minor format changes 
and corrects typographical errors.  Changes are marked by revision bars in the right margin.  
Specific changes are noted in Section 1.6: Enhancements in Revision 4. 
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1.0 INTRODUCTION 

TRACG is a GE Hitachi Nuclear Energy (GEH) proprietary version of the Transient 
Reactor Analysis Code (TRAC)[1],[2].  It is a best-estimate code for analysis of boiling water 
reactor (BWR) transients ranging from simple anticipated operational occurrences (AOO) 
transients to design basis loss-of-coolant accidents (LOCAs), stability and anticipated transients 
without scram (ATWS). 

1.1 Scope and Capabilities 

TRACG is based on a multi-dimensional two-fluid model for the reactor thermal 
hydraulics and a three-dimensional neutron kinetics model for the reactor core. 

The two-fluid model used for the thermal hydraulics in TRACG is fundamentally the 
same as the basic two-fluid model in TRAC-PF1[2] and TRAC-BF1[1].  The two-fluid model 
solves the conservation equations for mass, momentum and energy for the gas and the liquid 
phases.  TRACG does not include any assumptions about thermal or mechanical equilibrium 
between the phases.  The gas phase may consist of a mixture of steam and noncondensable gases, 
and the liquid phase may contain dissolved boron.  The thermal-hydraulic model is a multi-
dimensional formulation for the vessel component and a one-dimensional formulation for all 
other components. 

The conservation equations for mass, momentum and energy are closed through an 
extensive set of basic models consisting of constitutive correlations for shear and heat transfer at 
the gas/liquid interface as well as at the wall.  The constitutive correlations are flow regime 
dependent, and are determined based on a single flow regime map, which is used consistently 
throughout the code. 

In addition to the basic thermal-hydraulic models, TRACG also contains a set of 
component models for BWR components, such as recirculation pumps, jet pumps, fuel channels, 
steam separators and dryers. TRACG, furthermore, contains a control system model capable of 
simulating the major BWR control systems such as the pressure, level and recirculation flow 
control systems. 

The three-dimensional kinetics model is consistent with the GEH BWR core simulator 
PANACEA[3],[20].  It solves a modified one-group diffusion model with six delayed neutron 
precursor groups.  Feedback is provided from the thermal-hydraulic model for moderator 
density, fuel temperature, boron concentration and control rod position. 

The TRACG structure is based on a modular approach.  The TRACG thermal-hydraulic 
model contains a set of basic components, such as pipe, pump, valve, tee, channel, jet pump, 
steam separator, heat exchanger and vessel components.  System simulations are constructed 
using these components as building blocks.  Any number of these components may be combined.  
The number of components, their interaction as well as the detail in each component, are 
specified through code input.  TRACG consequently has the capability to simulate a wide range 
of facilities, ranging from simple separate effects tests to complete BWR plants. 

TRACG has been extensively qualified against separate effects tests, component 
performance data, integral system effects tests and full-scale BWR plant data.  Some of the 
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qualification for the basic models against separate effects tests and component qualification 
against BWR component performance data are included in this report.  The purpose of this 
qualification is to demonstrate the applicability of the basic models in TRACG and to quantify 
the model uncertainty.  Additional separate effects and component qualification as well as the 
qualification against integral system effects tests and actual plant data are reported in the 
TRACG qualification reports[4],[5],[6]. 

1.2 Background 

TRAC was originally developed for pressurized water reactor (PWR) analysis by Los 
Alamos National Laboratory (LANL), the first PWR version of TRAC being TRAC-P1A[9].  The 
development of a BWR version of TRAC started in 1979 in close cooperation between GEH and 
Idaho National Engineering Laboratory.  The objective of this cooperation was the development 
of a version of TRAC capable of simulating BWR LOCAs.  The main tasks consisted of 
improving the basic models in TRAC for BWR applications and in developing models for the 
specific BWR components.  This work culminated in the mid eighties with the development of 
TRACB04 at GEH (see References [11] through [17]) and TRAC-BD1/MOD1[10] at INEL, 
which were the first major versions of TRAC having BWR LOCA capability.  Due to the joint 
development effort, these versions were very similar, having virtually identical basic and 
component models.  The GEH contributions were jointly funded by GEH, the Nuclear 
Regulatory Commission (NRC) and Electric Power Research Institute (EPRI) under the 
REFILL/RE-FLOOD and FIST programs. 

The development of the BWR version has continued at GEH since 1985.  The objective 
of this development was to upgrade the capabilities of the code to include transient, stability and 
ATWS applications.  During this phase, major developments included the implementation of the 
three-dimensional kinetics model and an implicit integration scheme into TRAC.  The simulation 
of the BWR fuel bundle was also improved.  TRACG was the end result of this development. 

This document is intended to be a complete, stand-alone description of TRACG.  
Because of their common ancestry, a number of sections are similar to those for other versions of 
TRAC, notably TRAC-BF1.  Major differences between TRACG and TRAC-BF1 are discussed 
in APPENDIX A. 

1.3 Enhancements in Revision 1 

Revision 1 of this report expanded the scope of the report to provide additional details on 
the models and correlations.  This was done so that this report could also serve the purpose of a 
Models and Correlations Report as defined in the Compendium of ECCS Research for Realistic 
LOCA Analysis, NUREG-1230[18].  The expanded documentation supports the Code Scaling, 
Applicability and Uncertainty Methodology[19] used for the application of best-estimate computer 
codes.  According to NUREG-1230, the objectives of the documentation on the models and 
correlations are to: 

• Provide detailed information on (the quality of) the closure equations (i.e., on 
correlation models and/or criteria used in the code). 

• Describe how these closure equations are coded in the program and (to) assure 
that what is coded is indeed, what the code uses. 

• Provide a technical rationale and justification for using these closure relations in 
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the range of interest to nuclear power plant (NPP) safety evaluations. 

These objectives are to be met by providing the following information on each 
model/correlation: 

1. The original correlation: 

a) Source or reference 
b) Database 
c) Accuracy 
d) Applicability to NPP conditions 

2. Assessment of effects if the model/correlation is applied outside its database. 

3. Implementation of the model/correlation in the code. 

4. Description of modifications required to overcome computational difficulties. 

5. Assessment of effects of implementation and/or modification on code overall 
applicability and accuracy. 

Table 1-1 shows where these requirements have been addressed in Sections 6.0 and 7.0.  
It is not practical to address the assessment of the code in detail in the Model Report.  For this 
purpose, different versions of the TRACG Qualification Licensing Topical Report (LTR)

[4],[5],[6] 
are frequently referenced.  Each revision number of the TRACG Qualification LTR corresponds 
to the same revision number of this TRACG Model LTR.  Additional qualification that is relevant 
to the ESBWR is contained in References [7] and [8]. 

In addition to the expanded documentation of the models and correlations, Revision 1 
also included descriptions of new models that were required by the SBWR program that was at 
the time being reiviewed by the NRC staff.  These new models included: 

• Capability for multiple noncondensable gas species (Section 3.1).  Previously 
only one gas could be treated in addition to steam. 

• A correlation (Forster-Zuber) for pool boiling (Section 6.6.4). 

• The Kuhn-Schrock-Peterson correlation for condensation in the presence of 
noncondensables (Section 6.6.11). 

• The Uchida correlation as an option for condensation heat transfer from walls in 
the presence of noncondensable gases (Section 6.6.11). 

• An interpolation method for the calculation of the degradation factor for heat 
transfer to different species of noncondensable gases (Section 6.6.11). 

1.4 Enhancements in Revision 2 

Revision 2 of this report was intended to support the application of TRACG to operating 
BWRs.  Models not applicable to operating BWRs were removed. 

1.5 Enhancements in Revision 3 

Revision 3 of this report expands the scope of TRACG to include the ESBWR in addition 
to all operating BWRs.  Thus, the applicability of TRACG includes BWR/2-6, ABWR and 
ESBWR.  Revision 3 includes a number of new models and upgrades to several existing models 



INTRODUCTION 1-4 

in order to improve the application of TRACG to LOCA and ATWS.  The major additions and 
changes to the models are: 

• Replace the 3D neutron kinetics model with a model based on PANAC11[20];  

• Add the ANS decay heat models[21],[22]; 

• Implement a quench front model for fuel rods and channel box; 

• Improve the implemenation of the hot rod model for the fuel channel component; 

• Add the Shumway model[23] for the minimum stable film boiling temperature; 

• Enhance the entrainment model to give better agreement with data; 

• Enhance the flow regime map to give better void fraction predictions for low 
pressure; 

• Revise the default fuel rod conductivity to be consistent with PRIME[24]; 

• Modify the Zircaloy oxidation rate to be consistent with the latest version of the 
Cathcart  & Pawel correlation[25]; 

• Add default pump homologous curves that are more representative of large 
pumps; 

• Improve the model for convective heat transfer at a free liquid-vapor surface; 

• Improve condensation heat transfer correlations; 

• Improve model for reactivity impact of soluble boron. 

Of these changes, only the PANAC11 kinetics implementation has any significant impact on the 
previously approved applications for AOO transients; stability and ATWS overpressure events 
for TRACG[26],[27].  The remaining changes primarily affect and improve the application of 
TRACG for LOCA and ATWS with application of the standby liquid control system. 

1.6 Enhancements in Revision 4 

Revision 4 of this report incorporates errata previously submitted to the NRC and makes 
corrections to a number of equations in the models.  The major corrections to the models are: 

• Change the mass flux at which Biasi correlation is used from 300 kg/(m2s) to 200 
kg/(m2s). (Section 6.6.6) 

• Add a paragraph to discuss test data from PANDA pertaining to the wetwell gas 
space. (Section 7.11.2) 

• Delete extraneous second paragraph. (Section 7.11.7.5) 

• Correct definition of 2
gM  in Equation (9.1-9). (Section 9.1.1) 

• Eliminate the qualifier “five” regarding number of decay heat group fractions. 
(Section 9.3.1) 

• Change values of constants xa and xb from unity to xa=2 and xb=1 based on lattice 
evaluations. (Section 9.5.1) 

• Correct Equation (C.1-16) representing the default correlation for thermal 
conductivity for unmolten UO2 when PIRT227 < 1.0 as well as the definition of its 
terms.  (Section C.1.4) 
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• Clarify that stainless steel properties for the specific heat are not taken from the GE 
Plant Materials Handbook. (Sections C.6 and C.7) 

• Correct Equations (C.6-2) and (C.7-2) used for calculating specific heat of stainless 
steel. (Sections C.6.2 and C.7.2) 

• Update References [6] and [8]. (References Section) 

 

Table 1-1.  NUREG-1230 Requirements 

Requirement TRACG Section 

1. The original correlation: 
a. Source or reference 
b. Database 
c. Accuracy 

Technical Basis and 
Assumptions 

d. Applicability to NPP conditions Applicability 
3. Implementation of the model/correlation in the code. 
4. Description of modifications required to overcome 

computational difficulties. 

Implementation 

2. Assessment of effects if the model/correlation is applied 
outside its database. 

5. Assessment of effects of implementation and/or modification 
on code overall applicability and accuracy. 

Assessment 
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2.0 MODULAR STRUCTURE 

TRACG has a modular structure and flexible geometry capability.  It contains a set of 
basic thermal-hydraulic components, such as vessel, channel, pipe and tee components.  These 
components are then used as building blocks to construct the system simulation.  An example is 
shown in Figure 2-1, where a BWR/6 reactor vessel is simulated with the TRACG components.  
(This figure is shown for illustrative purposes.  Details of the BWR nodalization and the 
rationale can be found in the companion TRACG Qualification LTR

[4],[5],[6].)  The components 
can be connected through flow paths or heat transfer paths.  The components are described in 
detail in Section 7.0. 

 

Figure 2-1. Simulation of a BWR/6 
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TRACG also contains a modular control system consisting of a set of control blocks.  
These control blocks can be connected either to each other or to thermal-hydraulic components 
to form complex control systems such as a BWR water level control system.  The control system 
is described in detail in Section 10.0. 

In addition to the 3-D neutron kinetics model described in Section 9.0, TRACG also 
contains a point kinetics model and a 1-D neutron kinetics model.  The  1-D kinetics model is 
similar to the model used in ODYN[198].  The 1-D model has not been retested and requalified in 
TRACG02 and later versions of the code because it is has not been needed since the 
implementation of the 3-D model.  The point kinetics model, on the other hand, is useful for 
simulating the power response prior to a scram during the early stages of a LOCA.  The different 
options for the point kinetics model that allow the reactivity to be specified in a table versus time 
or simulated by reactivity coefficeints specified as functions of key parameters have also been 
fully retested for use in TRACG04.  Other options to specify the total power or fission power via 
the control system or as a table versus time have also been retested.  All these models have been 
integrated with the various decay heat models.  The details for how to select and use these 
models are provided in the TRACG04A,P User’s Manual

[214]. 

2.1 Component Modules 

TRACG contains the following thermal-hydraulic components: 

PIPE The pipe (PIPE) component is the simplest component in TRACG.  It contains a one-
dimensional hydraulic model for the fluid flow in the pipe and a one-dimensional 
model for the radial heat conduction in the pipe wall.  The number of hydraulic cells for 
the fluid flows and radial nodes for the wall heat transfer are specified through input. 

PUMP The pump (PUMP) component is similar to the pipe component, except that a model for 
a pump is included at one of the cell boundaries in the component.  The pump model 
calculates the pump speed and the hydraulic head imposed by the pump on the fluid. 

VLVE The valve (VLVE) component is similar to the pipe component, except that the flow 
area of one of the cell boundaries can be varied to simulate the opening and closing of a 
valve. 

TEE The tee (TEE) component consists of two pipe components that are connected together 
to form a TEE or a WYE. 
 
The separator is an option to the tee component.  The primary branch simulates the 
standpipe and the separating barrel in a BWR steam separator, and the secondary 
branch simulates the liquid discharge path.  When the separator option is activated, 
special models are included to simulate the separation of the steam and liquid in the 
component. 

JETP The jet pump (JETP) component is similar to the tee component, except that special 
models for the interaction and mixing of the drive and suction flows are included. 

CHAN The channel (CHAN) component is based on a tee component and includes simulation 
of the fuel rods.  The primary branch represents the active channel, and the fuel rods are 
included there.  The secondary branch simulates the leakage flow path from the bottom 
of a BWR fuel channel.  An optional internal branch can be specified to simulate water 
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rods within the channel.  A one-dimensional model is included for the radial heat 
transfer in the fuel rods.  Special models are included for the power generation and the 
heat transfer in the channel component. 

HEAT The heat exchanger (HEAT) is a composite component.  It is based on a tee component, 
which represents the primary side of a heat exchanger.  The secondary side of the heat 
exchanger is simulated by a pipe component.  Special models are included for the heat 
transfer between the primary and secondary sides of the heat exchanger.  The heat 
exchanger component is provided to simplify input generation.  A heat exchanger can 
be constructed using the heat transfer connection between cells of an input defined 
primary and secondary side simulation. 

VSSL The vessel (VSSL) component is the only multi-dimensional component in TRACG.  It 
can be nodalized in two dimensions using Cartesian coordinates and in two or three 
dimensions using cylindrical coordinates.  A multi-dimensional version of the hydraulic 
model is used for the fluid flow in the vessel component.  Heat slabs simulating the 
structures can be included at several locations in the vessel component.  A lumped heat 
slab can be included in every vessel cell and a one-dimensional heat slab can be 
included at the boundary between two vessel cells either in the axial or radial direction. 

All the components in TRACG utilize the same basic models.  There is a common one-
dimensional hydraulic model used by all the one-dimensional components.  The multi-
dimensional hydraulic model is used by the vessel component only, and it is identical to the one-
dimensional model, when reduced to one dimension.  One common heat conduction model is 
used by all the one-dimensional components for the wall heat transfer and by the vessel 
component for the radial heat slabs.  The one-dimensional heat conduction model used by the 
vessel component for the axial heat slabs is similar except for the discretization.  Finally, there is 
only one set of constitutive correlations for shear and heat transfer in TRACG, and it is used by 
all the components. 

2.2 Component Interfaces 

TRACG components can interface with each other either through fluid flow or through 
heat transfers between components. 

2.2.1 Flow Connections 

One-dimensional components can be connected to each other at their junctions by 
specifying the same junction number for two components.  A typical example of this is the 
recirculation line for a BWR, which can be simulated by combining pipe, pump, valve and jet 
pump components. 

One-dimensional components can be connected to any cell in the three-dimensional 
vessel component by specifying a corresponding junction number for the one-dimensional 
component and source number for the vessel component.  A typical example is the channel 
component in Figure 2-1, which is connected to the lower and upper plena in the vessel through 
the channel inlet and outlet junctions, and to the bypass region of the vessel through the leakage 
junction.  Multiple source connections can be made to a single vessel cell. 
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2.2.2 Heat Transfer Connections 

The walls of a one-dimensional component can communicate with the fluid in any other 
component through heat transfer.  A typical example of this feature is the channel component in 
Figure 2-1, where there is heat transfer from the outside of the channel wall to the fluid in the 
bypass region of the vessel component.  Another example is a heat exchanger, where the primary 
and secondary sides can be modeled by tee and pipe components that are connected through heat 
transfer. 

2.3 Control System 

TRACG has a modular control system in addition to the modular components.  TRACG 
has a large number of control blocks, which perform elementary functions such as adding two 
signals.  A control block has up to three inputs and one output signal.  The input to a control 
block can be an output from another control block or a parameter from one of the TRACG 
components.  For example, the pressures calculated at different locations in the VSSL 
component are inputs to the water level instrumentation which in turn provides inputs to the 
feedwater control system simulation.  The output from a control block can go to another control 
block or to a TRACG component.  An example of the latter is the control of the flow control 
valve position in a BWR/6. 
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3.0 THERMAL-HYDRAULIC MODEL 

The main purpose of the TRACG code is to solve a coupled set of field equations 
describing the thermal-hydraulic behavior of the fluid coolants in the BWR system, the flow of 
energy in the fuel and the structural components of the reactor, and the generation of the nuclear 
power in the reactor core.  

The following sections describe the fluid field equations.  The field equations for 
structures are described in Section 4.0 and for the neutron kinetics in Section 9.0. 

3.1 Field Equations 

TRACG, like TRAC-PF1/MOD1[28] and TRAC-BF1/MOD1[29], uses a two-phase two-
fluid model for fluid flow in both the one-dimensional (1-D) and three-dimensional (3-D) 
components.  Kocamustafaogullari[30], Ishii[31], and Delhaye[32] have provided detailed 
derivations of the equations similar to those used in TRAC, and a more concise derivation related 
to the TRAC equations is available in a report by Addessio[33].  The fact that this model is 
formally ill posed was the subject of considerable debate several years ago and is discussed by 
Stewart and Wendroff[34].  Experience has demonstrated that this is a moot point, since the 
numerical solution procedures effectively introduce minor modifications to the field equations, 
making them well posed.  A paper by Stewart[35] confirms these observations and demonstrates 
clearly that, with normal models for interfacial drag and reasonable finite-difference 
nodalizations, the problem solved numerically is well posed.  

3.1.1 Nomenclature 

Before presenting the fluid field equations, we need to define certain terminology.  In our 
nomenclature, the term gas implies a general mixture of steam and noncondensable gases.  The 
subscript “v” will denote a property or parameter applying to the gas mixture; the subscript “s” 
indicates a quantity applying specifically to steam and the subscript “a” formerly used for air 
now signifies the summation of all noncondensable gases.  The term liquid implies pure liquid 
water, and the subscript “ � ” denotes a quantity applying specifically to liquid water.  For 
convenience, we define the following terms that will be used in the subsequent equations and list 
them alphabetically with the Greek symbols at the end:  

Nomenclature 

 Item Description 

 A flow area between mesh cells 

 Ai interfacial area 

 Bmix shear term due to turbulence 

 Bs source term in momentum equation 

 c concentration (boron) 

 e internal energy 

 Emix mixing term in energy equation 

 Es source term in energy equation 
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Nomenclature 

 Item Description 

 Fw wall shear 

 f interfacial shear 

 g acceleration of gravity 

 g
�

 gravity vector 

 h heat transfer coefficient 

 h specific enthalpy, Ph e= +
ρ

 

 hfg latent heat of evaporation, fg g fh h h= −  

 j volumetric flux 

 K Kutateladze constant in CCFL correlation 

 k constant in virtual mass term in momentum equation 

 m constant in CCFL correlation 

 Mmix mixing term in continuity equation 

 Ms source term in mass equation 

 P pressure 

 q heat transfer rate 

 R gas constant 

 R radial dimension for 3-D components 

 T temperature 

 t time 

 u
�

 unit vector oriented in positive flow direction 

 V cell volume 

 v velocity 

 x dimension for 1-D component 

 z axial dimension for 3-D components 

 Greek Symbols  

 α gas volume fraction 

 Γg interfacial mass transfer rate (Γg = Γvi) 

 ρ microscopic density 

 σ surface tension 

 τ shear tensor 

 θ azimuthal dimension for 3-D components 

   

 Subscript  
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Nomenclature 

 Item Description 

 a all noncondensable gases 

 b boron 

 c continuous phase 

 crit critical velocity 

 d dispersed phase 

 f saturated liquid 

 g saturated steam 

 i interface 

 � liquid phase 

 n noncondensable gas 

 r relative (vapor-liquid) 

 s Steam 

 sat Saturation 

 v gas phase (mixture) 

 w Wall 

 Superscript  

 d donor celled 

 n time step number 
 

In the discussion of the finite-difference equations, all quantities except for the velocities 
are centered in the hydrodynamic cell (cell-centered), and the velocities are cell-edge quantities.  

3.1.2 Model Formulation and Assumptions 

The basic two-phase, two-fluid model consists of the volume and time averaged 
conservation equations for mass, momentum and energy for each phase as given by 
Stuhmiller[36]: 

Gas Mass: 

( ) ( )v v v viαρ = - • αρ v +Γ
t

∂
∇

∂

�
 (3.1-1) 

Liquid Mass: 

( ) ( ) i(1 ) =- • (1 ) v +
t

∂
− α ρ ∇ − α ρ Γ

∂
� � � �

�
 (3.1-2) 

Conservation of mass at the interface require: 
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vi i 0Γ + Γ =
�

 (3.1-3) 

Gas Momentum: 

( ) ( ) ( ) ( )vv v v v v v v vαρ v + • αρ v v = - αP + • α τ +αρ g+M
t

∂
∇ ∇ ∇

∂

��� � �
 (3.1-4) 

where the interphase momentum transfer term is given by: 

v vi vi vi viM v P •= Γ + ∇α − ∇α τ
� �

 (3.1-5) 

Liquid Momentum: 

( ) ( ) ( ) ( )• •(1-α) v + (1-α) v v =- (1-α) P + (1-α) τ
t

+ (1-α) g+M

∂
ρ ∇ ρ ∇ ∇

∂

ρ

�� � � � � �

� �

� � �

��

 (3.1-6) 

where: 

ii i iM v P (1 ) (1 )•= Γ + ∇ − α − ∇ − α τ�� � � �

� �
 (3.1-7) 

Conservation of momentum at the interface requires: 

2
ki

kiki k k
ki

P • f
k

σ

  Γ
+ ∇α − ∇α τ =   ρ  

∑  (3.1-8) 

where k represents the liquid and gas phases and fσ is the pressure drop caused by the curvature 
of the interface. 

In TRACG a number of simplifying assumptions have been made for the momentum 
equations: 

• The mass transfer terms have been neglected.  This is justifiable as these terms are 
small compared to the other interfacial forces like the interfacial drag.  (For 

nucleate boiling in a BWR at a power density of 50 kW/� the interfacial force due 

to mass transfer is 
7

g r r
fg

5 10
v v

h

•
Γ =  ≈ 10 kg/m2-sec2 using hfg = 1.5•106J/kg and 

vr = 0.3 m/sec, whereas the interfacial drag balancing the buoyancy is given by 

α(1-α) ∆ρ g ≈ 1.6 • 103 kg/m2-sec2, using α = 0.4 and P = 7 MPa). 

• Uniform pressure has been assumed, i.e., Pv = Pvi = P�i = P� = P.  This 
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assumption simplifies the equations in the sense that only one pressure needs to 
be calculated.  The effect of local pressure variations at the interface, however, is 
lost and must be accounted for in some other way.  For dispersed flow, e.g., 
droplet flow, the pressure variation around a droplet is directly related to the 
relative velocity of the droplet[37].  The interfacial force due to the local pressure 
variations around the droplet can thus be correlated with the relative velocity. 
 
In TRACG two terms have been included; a term that is a function of the relative 
velocity: 

 ( )v v rf f v=
� �

� � �
 (3.1-9) 

which is the drag term; and a term that is a function of the derivative of the relative velocity: 

 r
VM VM

d v
f f

dt
 

=  
 

�� �
 (3.1-10) 

which is the virtual mass term. 

• The shear tensor is neglected except for shear at the boundaries against solid 
structures and shear at the interface for separated flow.  The shear against the 
solid boundaries can be accounted for through wall friction terms Fwv and Fw�, 

which can be correlated against the fluid velocity and properties.  The shear at the 
interface for separated flow f�v can be correlated against the fluid properties and 

the relative velocity. 

• The pressure difference between the phases due to interphase curvature is 
neglected.  This term has little impact on the fluid properties and does not impact 
the relative motion of the phases.  (For particles with a radius of 10-4m the 
pressure change across the interface is less than 103Pa for typical BWR 
conditions.) 

With these simplifications, the momentum equations reduce to: 

Gas Momentum: 

( ) ( )v v v v v wv v v VM v  + • v v  = P F + g f f
t

∂
αρ ∇ αρ − α∇ − αρ − −

∂
�

� �� �� � �
 (3.1-11) 

This equation can be further simplified by subtracting the gas continuity Equation (3.1-1) 
multiplied by vv

�
.  This gives: 

v
v v v v wv v v VM

v
+  v v P F g f f

t
•

∂
αρ αρ ∇ = −α∇ − + αρ − −

∂ �

�
� �� �

 (3.1-12) 
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Similarly, the liquid momentum equation can be simplified. 

Liquid Momentum: 

( ) ( ) ( ) ( )
v VM

v
1 + 1  v v 1 P F 1 g f f

wt
•

∂
− α ρ − α ρ ∇ = − − α ∇ − + − α ρ + +

∂
�

� � � � �

�
�� �

� �
 

 (3.1-13) 

Gas Energy: 

2 2
v v

v v v v v

v wv iv g g

v v
 (e + )  + P  = - • v (e + )

t 2 t 2

- •(P v )+ q  + q  + h

   ∂ ∂α
αρ ∇ αρ   

∂ ∂   
′′′ ′′′∇ α Γ

�

�
 (3.1-14) 

Liquid Energy: 

2 2

w i g f

v v
(1- ) (e + ) -P =- • (1- ) v (e + )

t 2 t 2

- •(P(1- )v )+q +q - h

   ∂ ∂α
α ρ ∇ α ρ   

∂ ∂   
′′′ ′′′∇ α Γ

� �

� � � � �

� � �

�

�
 (3.1-15) 

In the energy equations similar assumptions have been made 

• Uniform pressure has been assumed i.e., v vi iP  = P  = P  = P  = P
� �

. 

• The terms associated with the shear tensor have been neglected. 

• Conductive heat transfer in the fluid has been neglected except for heat transfer to 
solid structures, which is included as the wall heat transfer terms wv wq  and q

�
, and 

heat transfer at the interface iv iq  and q
�
.  Neglecting conductive energy transfer 

within the fluid is justified as it is much smaller than the convective heat transfer 
for steam water mixtures. 

• Potential energy has been neglected, as it is much smaller than the internal and 
mechanical energies. 

• The mechanical energy or kinetic energy has been kept in the equations except for 
the terms associated with the interfacial mass and energy transfer.  The omission 
of the kinetic energy for the latter term is justified, as the relative velocity is much 
smaller than the fluid velocity for conditions where the kinetic energy is important 
(Note that except for critical flow, the kinetic energy is insignificant). 

• The fluctuating energy term arising from the averaging of the fluctuating velocity 
has been neglected.  Similar to the kinetic energy, this term is small.  

An alternative to solving both the phasic mass equations is to solve one phasic mass 
equation and the total mass equation.  The total mass equation is obtained by adding Equation 
(3.1-1)  and Equation (3.1-2): 
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Total Mass: 

( ) ( )v v v1-  +  = - •[ 1- v  + v ]
t

∂
α ρ αρ ∇ α ρ αρ  ∂

� � �

� �
 (3.1-16) 

Solving either Equation (3.1-1) or (3.1-2) together with Equation (3.1-16) is completely 
equivalent to solving both Equations (3.1-1) and (3.1-2). 

Similarly, the total energy equation is obtained by adding Equations (3.1-14) and (3.1-15) 
to get: 

( )( )( )

2 2
v

v v

2 2
v

v v v

v w wv

v v
(e + ) + (1- ) (e + )  =

t 2 2

v v
• v (e + ) + (1- ) v (e + )

2 2

P v 1 v q q

 ∂
αρ α ρ 

∂  

 
− ∇ αρ α ρ 

 

′′′ ′′′− ∇ α + − α + +

�

� �

�

� � �

� �

� �

� �
i

 (3.1-17) 

Solving either Equation (3.1-14) or (3.1-15) together with Equation (3.1-17) is 
completely equivalent to solving both Equations (3.1-14) and (3.1-15). 

Closure is obtained for these equations with normal thermodynamic relations, which for 
water are described in APPENDIX B, and specifications for the interfacial-drag, the interfacial 
heat transfer ( )iv iq and q′′′ ′′′

�
, the phase-change rate (Γg), the wall shear ( )wv wF  and F

�
 and the wall 

heat flows ( )wv wq and q′′′ ′′′
�

.  These equations do not require directly the quasi-steady assumption 

as long as the correct closure relations for the given transient exist.  A real difficulty arises 
because, depending on how the closure relations were developed, a different set of closure 
relations may be required for each transient, and each set must comply with the assumptions 
associated with the definition of the time and volume averaging used in the field equations.  
However, if a steady- or quasi-steady-state database or a relationship derived from such a 
database is used to represent a closure relation, the code necessarily applies the quasi-steady 
assumption.  This latter case applies for the closure relations within TRACG.  Assessment shows 
that this is not a major limitation for BWR applications. 

The phase-change rate required by the equation set is evaluated from a simple thermal- 
energy jump relation: 

iv i
g

fg

q +q
 = -

h

′′′ ′′′
Γ �  (3.1-18) 

where 

i iv sat v
iv

A  h  (T -T )
q  = 

V
′′′  (3.1-19) 

and 
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i i sat
i

A  h  (T -T )
q  = 

V
′′′ � �

�
 (3.1-20) 

Here, Ai and the hi terms are the interfacial area and heat transfer coefficients and Tsat is 
the saturation temperature corresponding to the partial steam pressure.  Section 6.0 discusses the 
closure relationships used to define Ai and hi. 

The wall heat flux is given by Newton's law: 

w wv w v
wv

A  h  (T -T )
q  = 

V
′′′  (3.1-21) 

and 

w w w
w

A  h  (T -T )
q  = 

V
′′′ � �

�
 (3.1-22) 

where Aw is the actual heated surface area. 

The wvh  and wh
�
 of the cell include the information regarding the portion of the wall 

having gas and liquid contact.  Section 6.6 discusses the closure relationships used to define wvh  

and wh
�
. 

The mass and energy equations are written in fully conserving form to permit the 
construction of a numerical scheme that rigorously conserves some measure of the system fluid 
mass and energy.  In previous TRAC versions, the kinetic energy was eliminated using the 
momentum equation.  This simplified the energy equation; however, at the same time, the flow 
work was reduced to a non-conserving form.  Consequently, energy was not perfectly conserved 
and energy balance errors would occur, particularly for high velocity flow as in critical gas flow.  
In TRACG, this simplification is not made, and the kinetic energy is implemented into the 
energy equations in a conserving form. 

The non-conserving form of the momentum equations permits simpler numerical solution 
strategies and can generally be justified because the pressure and shear terms preclude a fully 
conserving form of the momentum equation.  The shear tensor was neglected in the momentum 
and energy equations and shear is only accounted for through the wall and interfacial shear terms 
in the momentum equations.  This is reasonable for most BWR applications as the wall shear is 
the dominant term due to the large wall surface area and corresponding small hydraulic diameter.  
The solution to the momentum equations will approximate a porous medium solution for these 
regions.  Large nodes, where not all cells are in contact with the wall can only exist in the upper 
plenum and the containment volumes.  In these regions, viscous shear is insignificant, but 
turbulent shear will affect the bulk motion and mixing of the fluid.  In the TRACG nodalization, 
an average velocity is used for each node boundary.  Variations in the velocity and fluid 
properties, however, will exist across the node boundary due to either velocity profile or 
turbulent fluctuations.  When fluid properties are averaged over the node boundary e.g., the αρvv 
term in the momentum equation, two terms result: α ρ v v  where v  is the average velocity and 
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αρ v v′ ′  where v′  represents the velocity fluctuations.  For one-dimensional flow, this latter term 
is usually accounted for through the wall friction.  For multi-dimensional flow, the term can be 
included as a simple mixing term. 

Such mixing terms, which are based on Prandtl's mixing length model, have been very 
successful in modeling the flow and phase distribution with sub-channel codes using relatively 
large computational cells[38].  In TRACG a mixing term has been included in the finite difference 
equations (Section 3.2.2).  The technical basis for the mixing term is described in Section 6.7. 

3.1.3 Noncondensable Gas 

Multiple noncondensable gases may be included.  All noncondensable gases are assumed 
to be in thermal equilibrium with any steam that is present and to move with the same velocity as 
the steam (mechanical equilibrium).  Hence, only a single field equation is needed to track the 
noncondensable gas.  The noncondensable gas mass equations are solved individually for each 
gas; however, it is convenient to sum the individual equations to define a single equation that 
represents the total for all noncondensable gases. 

Total Noncondensable Gas Mass: 

( ) ( )a a v  = - • v  
t

∂
αρ ∇ αρ

∂

�
 (3.1-23) 

With this field present, the total gas density and energy are sums of the steam and the 
noncondensable components. 

v s a s n =  + ρ ρ ρ = ρ + ρ∑  (3.1-24) 

and 

v v s s a a s s n n e  =  e  +  e e eρ ρ ρ = ρ + ρ∑  (3.1-25) 

We assume Dalton’s law applies; therefore, 

v s a s nP  = P  + P P P= +∑  (3.1-26) 

We assume that the noncondensable gases are ideal gases, so that locally the gas constant 
for all noncondensables is given by: 

a n n
a

1
R R= ρ

ρ
∑  (3.1-27) 

The subscripts “s” and “a” indicate, respectively, the steam and total noncondensable 
properties.  By default, the code applies the thermodynamic properties for air to a single 
noncondensable gas.  However, the code user may select any single noncondensable gas or a 
combination of multiple noncondensable gases as an alternative. 
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3.1.4 Liquid Solute 

TRACG includes a mass-continuity equation for a solute moving with the liquid field. 

Liquid Solute Mass: 

( ) ( )b b c = - c v  
t

∂
∇ •

∂
�

�
 (3.1-28) 

where cb is the solute concentration (mass of solute/unit volume) in the liquid phase. 

The solute does not affect the hydrodynamics directly.  If we assume that the solute 
represents boron, the amount of the dissolved and the plated-out boron in the core may affect the 
hydrodynamics indirectly through reactivity feedback.  If the solute concentration exceeds the 
solubility at the liquid temperature in a specific hydrodynamic cell, we assume that the excess 
solute in that cell plates out.  Plating can occur if the cell fluid flashes or boils and increases the 
concentration beyond the solubility limit.  (The model for the boron solubility limit is described 
in Section B.3.4 of APPENDIX B.)  The model assumes that any plated-out solute 
instantaneously re-dissolves to the maximum allowable concentration if more liquid enters the 
cell.  Because the solute does not affect the hydrodynamics directly, the solute variable may be 
used as a tag to track the movement of fluid from a specific source through the system. 

3.1.5 One-Dimensional Field Equations 

In one dimension, the conservation equations reduce to: 

Gas Mass: 

( ) ( )v v v g = - v  +  
t x

∂ ∂
αρ αρ Γ

∂ ∂
 (3.1-29) 

Liquid Mass: 

( ) ( ) g1- = [ 1- v ] 
t x

∂ ∂
α ρ − α ρ − Γ  ∂ ∂

� � �
 (3.1-30) 

Total Noncondensable Gas Mass: 

( ) ( )a a v = v  
t x

∂ ∂
αρ − αρ

∂ ∂
 (3.1-31) 

Liquid Solute Mass: 

( ) ( )b b c = - c v  
t x

∂ ∂

∂ ∂
�

 (3.1-32) 

Gas Momentum: 

v wv v VM
v v

v v v v

v F f f1 P
v = v + g

t x x

∂∂ ∂
−

∂ ∂ ρ ∂ αρ αρ αρ
�

− − − −  (3.1-33) 
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Liquid Momentum: 

( )
w v VMF f fv 1 P

v = -v + + g +
t x x (1- ) 1- (1 )

∂∂ ∂
− −

∂ ∂ ρ ∂ α ρ α ρ − α ρ
� ��

� �

� � � �

 (3.1-34) 

Gas Energy: 

2 2
v v

v v v v v

v wv iv g g

v v
 (e + )  + P = - v (e + )

t 2 t x 2

- ( Pv )+ q  + q  + h
x

   ∂ ∂α ∂
αρ αρ   

∂ ∂ ∂   

∂
′′′ ′′′α Γ

∂

 (3.1-35) 

Liquid Energy: 

( ) ( )

( )

2 2

w i g f

v v
1 e P 1 v e

t 2 t x 2

(1 )P v + q + q h
x

      ∂ ∂α ∂
− α ρ + − = − − α ρ +      

∂ ∂ ∂      

∂
′′′ ′′′− − α − Γ

∂

� �

� � � � �

� � �

 (3.1-36) 

In the momentum equations, Equations (3.1-33) and (3.1-34), the gravity term is given by 
g g u=
� �
i  where g

�
 is the gravity vector and u

�
 is a unit vector oriented in the direction of positive 

flow, i.e., in the same direction that the cell numbers are  increasing.  Thus for a vertical pipe 
oriented upwards the value of “g” is minus the acceleration of gravity. 

3.2 Finite Difference Formulation 

3.2.1 One-Dimensional Finite Difference Formulation 

For the 1-D components, the code solves Equations (3.1-29) through (3.1-36) to provide a 
complete description of the fluid field, although Equation (3.1-31) and/or (3.1-32) can be turned 
off through input.  The spatial mesh used for the difference equations is staggered (Figure 3-1) 
with thermodynamic properties evaluated at the cell centers and velocities evaluated at the cell 
edges. 

Donor cell differencing is used everywhere, and the flux across an interface between two 
cells is given by: 

i i+1/2

d
i+1/2 i+1/2

i+1 i+1/2

if v >0

(v ) = v

if v <0

φ


φ 
φ

 (3.2-1) 

where φ can be any cell-center state variable or a combination of such variables, and v is either 
the liquid or vapor velocity, as appropriate.  The subscript i+1/2 points to a cell interface, and the 
subscripts i and i+l indicate the hydrodynamic cells on each side of the cell interface. 
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i-1 i i+1

i-3/2 i-1/2 i+1/2 i+3/2

 
Figure 3-1. Staggered Grid Variables 

 

For the momentum equation, the donor-cell form of 
v

v 
x

∂

∂
 at the interface between two 

cells is given by: 

i+1/2 i-1/2
i+1/2

i+1/2d

i+1/2 i+1/2
i+1/2

i+3/2 i+1/2
i+1/2

i+1/2

Ev -Fv
if v >0

∆x
v

v = Dv
x

Ev -Fv
if v <0

∆x



∂  
 

∂  



 (3.2-2) 

where i+1/2x∆  is the average of ix∆  and i+1x∆ , respectively, the cell lengths of cells i and i+l, 

i i+1 i i i+1 i 1
i+1/2 i 1/ 2

i i+1

x  + x x + x
x  = and

2 x  + x
+

+

∆ ∆ ∆ φ ∆ φ
∆ φ =

∆ ∆
 (3.2-3) 

The factors D, E and F are used to obtain the correct Bernoulli (or reversible) pressure 
loss (gain) through area reductions (expansions).  The formulations for D, E and F yield exact 
results for single-phase flow and approximately correct results if the change in the void fraction 
through the area change is small: 

i+1/2 i+1/2

i i+1

A A1
D =    +  

2 A A

 
 
 

 (3.2-4) 

where iA  is the average flow area in the cell: 

i
i

i

V
A  = 

x∆
 (3.2-5) 

and 
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i+1/2
i+1/2

i+1

i+3/2
i+1/2

i+1

A
for v 0

A
E =  

A
for v < 0

A


≥






 (3.2-6) 

i-1/2
i+1/2

i

i+1/2
i+1/2

i

A
for v 0

A
F = 

A
for v < 0

A


≥






 (3.2-7) 

 

3.2.1.1 Momentum Equations 

The finite difference forms of the 1-D momentum equations are given by: 

Gas Momentum: 

( )

( )

nn+1 n n+1 n+1 n n
c,i+1/2v v v l v l

n

v i+1/2

n+1 n
v,i+1/2 v,i-1/2

v,i+1/2
i+1/2n

v,i+1/2 n n+1
v,i+3/2 v,i+1/2

v,i+1/2
i+1/2

r,i+1/

n
c,i+1/2 n

d,i+1/2n

v i+1/2

ρv v v v v + v
+ k =

∆t ∆tαρ

Ev Fv
for v  0

∆x
 Dv  

Ev Fv
for v  < 0

∆x

v

ρ
k v
αρ

− − −

 −
≥


− 

−



−

( )
( ) ( )

n+1 n
2 r,i-1/2

d,i+1/2
i+1/2

n n+1
r,i+3/2 r,i+1/2

d,i+1/2
i+1/2

n+1 n+1
i+1 i

i+1/2 sv,i+1/2n
v,i+1/2 i+1/2

n n
n n+1 n n+1 nwv wv
wv v vn

v i+1/2v i+1/2

v
for v 0

∆x

v v
for v < 0

∆x

P -P1
  + g +B
ρ ∆x

F F1
F + v -v + v -v

v vαρ

1

αρ

 −
≥




−



−

 ∂ ∂
−  

∂ ∂ 

−

� �

�

( )
( ) ( )

n n
n n+1 n n+1 nv v
v v vn

v i+1/2v i+1/2

f f
f + v v + v v  

v v

 ∂ ∂
− − 

∂ ∂ 

� �

� � �

�

 (3.2-8) 



MODULAR STRUCTURE  3.2  -  Finite Difference Formulation 3-14 

Here for convenience the virtual mass term has been introduced as 

r r r
VM VM c d

dv v v
f = f = kρ +v

dt t x

∂ ∂   
  

∂ ∂   
 (3.2-9) 

and a source term has been introduced to account for connections to other components. 

 

Liquid Momentum: 
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3.2.1.2 Mass and Energy Equations 

The 1-D mass and energy equations are integrated over the cell volume.  The conserving 
finite difference formulation is given by: 
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Gas Mass: 
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Mixture Mass: 
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Total Noncondensable Gas Mass: 
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For a particular noncondensable gas n, the subscript a in Equation (3.2-13) is replaced by 
the subscript n. 

 

Liquid Solute Mass: 
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Gas Energy: 
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Liquid Energy: 

2 2
n 1 n n n 1 n

i i i i i i i

2
n+1 n 1
i-1 ,i-1/2

n 1
i-1/2 ,i-1/2

2
n+1 n+1
i ,i-1/2

i+1/

v v
V ((1- ) (e + )) ((1- ) (e + )) V P ( - ) = 

2 2

v
((1- ) (h + ))    for v   0

2
+ tA v

v
((1- ) (h + ))    for v  <  0

2

- tA

+ +

+

+

 
α ρ − α ρ − α α 

 


α ρ ≥


∆ 


 α ρ


∆

� �

� � � �

�

� � �

�

�

� � �

2
n+1 n 1
i ,i+1/2

n 1
2 ,i+1/2

2
n+1 n+1
i+1 ,i+1/2

n+1 n+1 n 1 n+1
i g,i f ,i i w ,i i i ,i i s ,i

v
((1- ) (h + ))    for v   0

2
v

v
((1- ) (h + ))    for v  < 0

2

+ t(- V h + V q + V q + V E )

+

+

+


α ρ ≥




 α ρ


′′′ ′′′∆ Γ

�

� � �

�

�

� � �

� � �  (3.2-16) 



MODULAR STRUCTURE  3.2  -  Finite Difference Formulation 3-18 

As in the momentum equations, a source term has been introduced in these equations to 
account for connections to other components. 

In these equations the heat flux terms are linearized with respect to void fraction and 
temperature as: 
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 (3.2-20) 

The interfacial heat transfer terms are linearized with respect to temperature and void 
fraction in order to assure numerical stability and to assure that the heat flux terms approach zero 
in case of thermal equilibrium and in the limit of α approaching 0 or 1.  The wall heat transfer is 
linearized with respect to temperature to assure numerical stability and energy conservation in 
connection with the solution of the conduction equation for the wall.  

3.2.2 Three-Dimensional Finite Difference Formulation 

The 3-D vessel component in TRACG uses a cylindrical coordinate system, as shown in 
Figure 3-2. 

The grid is staggered with the velocities specified at the boundary of each cell and the 
remaining properties such as α, P, ρ, e  specified at the cell center. 

Donor cell differencing is used everywhere (Section 3.2.1). 
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z 
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θθθθ 

 

Figure 3-2. Cylindrical Coordinate System with Staggered Grid 

 

3.2.2.1 Momentum Equations 

In the 3-D formulation, when the shear tensor and the interfacial shear are integrated over 
the node and when the effect of local pressure variations is accounted for, terms for interaction 

with the walls wF
�

�
 and wgF

�
 and terms for interaction between the phases will arise.  As in the 1-D 

formulation, the interfacial drag and the virtual mass are accounted for separately.  In a 3-D 
formulation, there will be other forces like the Bassett force and forces associated with the spatial 
distribution of phase, velocity and turbulent kinetic energy.  TRACG, however, like the other 
versions of TRAC or RELAP5, uses relatively large nodes and a simulation of these terms is not 
meaningful.  Consequently, these terms have been neglected in the 3-D finite difference 
formulation. 

However, when the flow terms are integrated over the boundary for the node, a term will 
arise from the fluctuating component of the velocity.  Again, with the relatively large nodes 
typically used in TRACG, standard turbulence models will not accurately model this term.  
Instead, using an equivalence to Prandtl's mixing length theory, a simple mixing term has been 
incorporated in the momentum equations.  This way the effect of turbulent shear and mixing is 
included and sensitivity studies can be performed on the importance of the mixing. 

The momentum equations are discretized directly for each face of the cell.  In the axial 
momentum equations (Equations (3.2-21) and (3.2-26)) the positive direction is taken to be 
upward so that gravity has been introduced as “-g” where “g” is the absolute value for the 
acceleration due to gravity.  The gravity term does not appear in the radial and azimuthal 
components of the momentum equation since these directions are orthogonal to gravity because 
the 3-D VSSL component is assumed to be oriented so that the axial direction is vertical.  
Neglecting the off-diagonal terms in the virtual mass, the spatially discretized equations become: 
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Axial Gas Momentum: 
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Here, if a property is not defined at the face, linear averaging is used; e.g.: 
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The discretization with respect to time is identical to the discretization of the 1-D 
equations described in Section 3.2.1.1.  The superscript “d” on the convective term indicates that 
the convective term is calculated using donor cell differencing, as described in Section 3.2.1 
(Equation (3.2-2)).  (For the off-diagonal terms, a value of unity is used for D, E and F.) 
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Azimuthal Gas Momentum: 
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Similar expressions exist for the liquid phase. 

Axial Liquid Momentum: 
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Radial Liquid Momentum: 
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Azimuthal Liquid Momentum: 

d d d
,I,J,K+1/2 v   R  

z R

I,J,K+1/2

d

c d   r
r   

  I,J,K+1/2 I,J,K+1/2

,I,J,K+1/2

v v  v  v v  v v
+  v + v + +  

t z R R R

k v v  
  v +     =

(1 ) t R

P1

 

θ θ θ θ θ θ

θ θ
θ

 ∂ ∂ ∂ ∂     
      

∂ ∂ ∂ ∂θ       

  ρ ∂∂  
−     

− α ρ ∂ ∂θ     

−
ρ

� � � � � �

� �

�

�

I,J,K+1 I,J,K 
v w

J+1/2 K+1/2 ,I,J,K+1/2

s ,I,J,K+1/2 mix ,I,J,K+1/2

P -1 1
 f  +  F

R   (1 ) (1 )

 + B + B

θ

θ θ

−  
−  

∆θ − α ρ − α ρ 
� �

� �

� �

 (3.2-28) 

3.2.2.2 Mass and Energy Equations 

The mass and energy equations are integrated over the volume of the cell to give the total 
change in mass and energy for the cell. 

Gas Mass: 
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t

∂
αρ αρ Γ

∂
∑ ∑  (3.2-29) 

In these equations, the discretization with respect to time is identical to the discretization 
of the 1-D equations described in Section 3.2.1.2.  The superscript “d” on the convective term 
indicates that the convective term is calculated using donor cell differencing, as described in 
Section 3.2.1 (Equation (3.2-1)).  In these equations, the summation over “j” indicates the 
summation over all the faces of the cell with the convention that flows out of the cell is positive. 
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Mixture Mass: 
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Total Noncondensable Mass: 
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Liquid Solute Mass: 

( ) ( ) ( ) ( )
f fN N

d

IJK b b IJK sb mixbIJK j,IJK IJK j,IJK
j=1 j=1

V   c  +  Ac v = V M + AM
t

∂

∂
∑ ∑�

 (3.2-32) 

Vapor Energy: 
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Mixture Energy: 
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3.3 Modifications to Momentum Equations 

There are several situations and places in the code where the regular momentum 
equations, as discussed in the previous sections, are modified or are not used.  These situations 
and places are: 

• Critical flow or choking 

• Counter-current flow limitation (CCFL) 

• Stratified flow with void fraction gradients 

• Pump component at the location of the pump impeller  

• Steam separator component at the separating face entering the side branch 

• Jet pump at the mixing region  

• TEE component joining cell 

The last four cases will be discussed in Section 7.0.  The first three cases will be 
discussed here, since these modifications to the momentum equations may occur for all 
components. 

3.3.1 Critical Flow 

In previous versions of TRAC, the criteria for choked flow were determined by a characteristic 
analysis of the partial differential equations governing the flow.  However, it has been found 
empirically[39] that a simplified, approximate criterion may be used in place of the detailed 
characteristic analysis and still obtain good code/data comparisons.  Accordingly, the following 
criterion is used in TRACG to determine whether the flow is choked: 

v v
crit

v

v  + (1- ) v
 = v

 + (1- )

αρ α ρ

αρ α ρ
� �

�

 (3.3-1) 

If the velocity as calculated by Equation (3.3-1) exceeds the acoustic propagation speed, 
the velocity is limited to the critical velocity. 

When the velocities are limited, an additional requirement is needed to determine the 
individual velocities.  Conservation of the slip ratio is chosen as the additional criterion. The 
velocity is set to the maximum allowed value by the critical flow or by the CCFL.  The critical 
flow model is described in Section 6.3 and the CCFL is described in Section 6.1.7.2.  The check 
is made following the explicit prediction of the velocity as calculated from the momentum 
Equations (8.2-3) and (8.2-4).  If the maximum velocity as allowed by either the CCFL 
correlation or the choked flow model is exceeded, then the velocity is reset and the derivative of 
the velocity with respect to the pressure drop is re-evaluated such that the limiting characteristics 
are modeled as the pressure changes.  In other words the explicit predicted velocities and the 
derivatives are re-evaluated based on either the CCFL or the choked flow characteristics.  The 
remaining part of the solution, involving the pressure solution and the back substitution as 
described in Section 8.2.2 is unchanged.  This assures that the mass and energy balances are 
maintained. 



MODULAR STRUCTURE  3.3  -  Modifications to Momentum Equations 3-25 

3.3.2 Counter-Current Flow Limitation 

Counter-current flow limitation (CCFL), also called flooding, determines the amount of 
liquid that can penetrate flow restrictions.  If limitation occurs (e.g., at the upper tie plate of a 
BWR fuel bundle), the amount of liquid that can penetrate into the bundle is reduced.   

CCFL is a complicated hydrodynamic phenomenon and is thought to arise as a result of 
the interfacial friction between the liquid and the vapor phases[40].  CCFL in a BWR has been 
found to be described by a Kutateladze-type[41],[42] correlation of the form: 

vK  + m -K  = K
�

 (3.3-2) 

where: 

v v
v 1/4

j  
K  = 

( g )

ρ

∆ρ σ
 (3.3-3) 

1/4

j  
K  = 

( g )

ρ

∆ρ σ

� �

�
 (3.3-4) 

This correlation specifies the maximum downflow liquid velocity in counter-current flow 
through flow restrictions that can be obtained for a given upward vapor velocity.  Thus, CCFL 
represents an upper limit to the liquid penetration in counter-current flow.  That is analogous to 
critical flow, which determines the upper limit of the discharge flow rate in co-current flow from 
a source of fluid at high pressure.  A detailed description of the CCFL model is given in Section 
6.1.7.2.  If the calculated liquid velocity exceeds that allowed by the CCFL correlating it is 
limited such that the CCFL correlation is satisfied (see Section 3.3.1). 

 

3.3.3 Stratified Horizontal Flow 

In a horizontal flow path at low flow rates, a horizontally stratified flow will develop with 
a force resulting from the difference in the hydrostatic heads in adjacent computational cells 
(Figure 3-3).  This force term is given by: 

strat,i+1/2 i i+1 strat v i+1/2 T,i+1/2 i+1 iP  = (P -P )  = ( - )  g ( - ) z∆ ρ ρ α α ∆
�

 (3.3-5) 

where T,i 1 2g + is the component of gravity perpendicular to the pipe orientation at the boundary 

between node “i” and node “i+1”. 

This force is added to the liquid phase momentum equation.  The main effect of this term 
is to equalize the liquid levels between the two cells.  The term added to the momentum equation 
represents information lost in the derivation of the 1-D momentum equations by the integration 
over the cross-sectional area perpendicular to the flow direction. 
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Figure 3-3. Void Gradient Gravity Head 
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4.0 HEAT CONDUCTION MODEL 

TRACG solves the heat conduction equation for the fuel rods and other structural 
materials in the system.  The structures include the pipe walls for the one-dimensional (1-D) 
components, the outer wall of the vessel component, and internal heat slabs in the vessel 
component.  For the 1-D component walls, the inside heat transfer is to the fluid in the 
component.  The outside heat transfer can be to the fluid in any other component.  The internal 
heat slabs in the vessel component can be placed either completely inside a vessel cell or at the 
boundary between two vessel cells, either in the axial or in the radial direction. 

The nomenclature used for the heat conduction equation is as follows: 

Nomenclature 

 Item Description 

 A surface area 
 Cp specific heat 
 h heat transfer coefficient 
 k conductivity 
 M mass 
 q heat flux 
 r radial dimension 
 q'' heat flux 
 q''' volumetric heat generation rate 
 t time 
 T temperature 
 z axial dimension 
 Greek Symbols  
 ρ density 
 θ indicator for implicit/explicit integration (hydraulic model) 
 ζ indicator for implicit/explicit integration (heat conduction model) 
  length measured in the direction normal to the surface  
 Subscript  
 gap fuel gas gap 
 v vapor 
 � liquid 

 w wall 
 i inner surface 
 o outer surface 
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Nomenclature 

 Item Description 

 j node number 
 rad thermal radiation 
 N last node number 
 M last node number in fuel (next to the gap)  
 Superscript  
 n time step number 

4.1 Governing Equation for Heat Conduction in Solid Materials 

Because the heat flux in solid material is a vector quantity, the following general equation 
describes the heat conduction process in an arbitrary geometry: 

p

T
C q q

t

∂
′′′ρ = −∇ +

∂

�
i  (4.1-1) 

The heat flux q
�

 can be expressed in terms of the temperature gradient by Fourier’s law of 
conduction[43]: 

q k T= − ∇
�

 (4.1-2) 

Inserting Equation (4.1-2) into Equation (4.1-1) gives: 

p

T
C (k T) q

t
•

∂
′′′ρ = ∇ ∇ +

∂
 (4.1-3) 

Equation (4.1-3) does require boundary conditions on the surface of the heat structure 
given by: 

T
k q

∂
′′− =

∂ζ
 (4.1-4) 

where ζ  is length measured in the direction normal to the surface and q′′  is the transport of 
thermal energy away from the surface.  An adiabatic boundary condition corresponds to q′′  = 0. 

TRACG solves the heat conduction equation for the heat slabs either as a lumped slab 
model or using a one-dimensional model.   

4.1.1 Lumped Slab Formulation of the Heat Conduction Model 

The lumped slab model is used for the heat slabs internal to one vessel cell, and is given 
by: 

T
MC A h (T T ) h (T T )

p v vt

∂  = − − + − ∂  � �
 (4.1-5) 
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The flow regime map is described in Section 5.0 and the wall heat transfer is described in 
Section 6.6.  If liquid is in contact with the wall as in single-phase liquid convection or nucleate 
boiling, vh 0= .  If vapor is in contact with the wall as in single phase vapor convection or film 

boiling, h
�
= 0.  In transition boiling, an interpolation is performed between vh  and h

�
as 

described in Section 6.6.8. 

No heat generation is included for the lumped slabs. 

4.1.2 One-Dimensional Formulation of the Heat Conduction Model 

The 1-D heat conduction model is used for the 1-D component walls and the double-
sided vessel slabs.  For the double-sided heat slabs connecting two axial levels, the heat 
conduction equation is formulated as: 

T T
C k q

p t z z

∂ ∂ ∂ 
′′′ρ = + 

∂ ∂ ∂ 
 (4.1-6) 

For the double-sided heat slabs connecting two radial rings, for the 1-D component walls, 
and for the fuel rods, the heat conduction equation is formulated in cylindrical coordinates: 

T 1 T
C rk q

p t r r r

∂ ∂ ∂ 
′′′ρ = + 

∂ ∂ ∂ 
 (4.1-7) 

The heat generation rate can either be specified through input, calculated from the 
kinetics model, or be a result of metal-water reaction. 

The heat flux at the fuel rod or 1-D heat slab surfaces consists of convection heat transfer 
given by Newton’s law of cooling and thermal radiation heat transfer (fuel channels only): 

q h (T T ) h (T T ) q
v v rad

′′ ′′= − + − +
� �

 (4.1-8) 

4.2 Finite Difference Formulation of Heat Conduction Equation 

The heat conduction equation for the fuel rods and heat slabs is solved using either a 
lumped slab model or a 1-D model.  The 1-D model can be formulated either in Cartesian 
coordinates or in cylindrical coordinates.  The lumped slab model is used for heat slabs 
completely internal to a single cell in the vessel component.  The 1-D model using Cartesian 
coordinates is used for heat slabs in the vessel component situated between two axial levels.  The 
1-D model using cylindrical coordinates is used for the fuel rods, the walls of a 1-D component, 
and for heat slabs in the vessel component situated between two radial rings. 
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4.2.1 Lumped Slab Heat Conduction 

The lumped slab heat conduction model is given by: 

( )

( ) ( )

_n n+1 nM  C  T T  =
w pw w w

n n n 1 n 1A h t (1 ) T T T T
w w w w

n n n 1 n 1A h t (1 ) T T T T
w wv w v w v

+ + − ∆ − θ − + θ −
  

    + +− ∆ − θ − + θ −        

� � �
 (4.2-1) 

In this equation, θ =0 corresponds to an explicit integration of the hydraulic model, while 
θ =1 corresponds to an implicit integration. 

4.2.2 One-Dimensional Heat Conduction in Cartesian Coordinates 

The 1-D heat conduction equation in Cartesian coordinates is given by Equation (4.1-6)
4.1-6.  The slab is divided into N nodes as shown in Figure 4-1. 

For the first node, j = 1, the linearized heat conduction equation becomes: 

( )

( )

( )

n n 1 n n n n 1 n 1z C T - th T - T T - T
1 p1 w,1 wli w,1 li w,1 li

n n n n 1 n 1th T T T T
wvi w,1 vi w,1 vi

n n n 1 n 1T T T T
w, 2 w,1 w, 2 w,1ntk t q z

1 1/ 2 z

 + + +∆ ρ ∆ = ∆ + θ ∆ ∆  

 + +− ∆ − + θ ∆ − ∆  

+ +− + ζ ∆ − ∆
′′′+ ∆ + ∆ ∆

+ ∆

 (4.2-2) 

In this equation, θ =0 corresponds to an explicit integration of the hydraulic model, while 
θ=1 corresponds to an implicit integration.  ζ=0 corresponds to an explicit integration of the heat 
conduction model, while ζ=1 corresponds to an implicit integration. 
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Figure 4-1. One-Dimensional Wall Geometry in Cartesian Coordinates 

 

For the subsequent nodes, 1 < j < N, the linearized heat conduction equation becomes: 

n n n 1 n 1T T T T
w, j 1 w, j w, j 1 w, jn n 1 nz C T tk 1j pj w, j zj

2

n n n 1 n 1T T T T
w, j 1 w, j w, j 1 w, jntk 1 zj

2

t q z

 + +− + ζ ∆ − ∆ + + +∆ ρ ∆ = ∆
∆+

 + +− + ζ ∆ − ∆ − − 
+ ∆

∆−

′′′+ ∆ ∆

 (4.2-3) 

For the last node, j = N, the linearized heat conduction equation becomes: 

( )
( )

( )
n
N 1/ 2

n n 1 n n n n 1 n 1t C T th T T T T
N pN w, N w o w, N o w, N o

n n n n 1 n 1th T T T T
wvo w, N vo w, N vo

n n n 1 n 1
w, N 1 w, N w, N 1 w, N

tk t q z
z−

 + + +∆ ρ ∆ = −∆ − + θ ∆ − ∆  

 + +− ∆ − + θ ∆ − ∆  

+ +Τ − Τ + ζ ∆Τ − ∆Τ
− −

′′′+ ∆ + ∆ ∆
∆

� � �

 (4.2-4) 

4.2.3 One-Dimensional Heat Conduction in Cylindrical Coordinates 

The 1-D heat conduction equation in cylindrical coordinates is given by Equation (4.1-7).  
The cylindrical slab is divided into N nodes, as shown in Figure 4-2. 
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Figure 4-2. One-Dimensional Wall Geometry in Cylindrical Coordinates 

 

For the first node, j = 1, the linearized heat conduction equation becomes: 

( )
( )

( )
n
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2
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1 1 1 p1 w,14
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 ∆
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� � �

q ′

 (4.2-5) 

where: 

j j 1
j 1/ 2 j j 1 j

r r
r ; r r r

2
+

+ +

+
= ∆ = −  (4.2-6) 

In this equation, θ=0 corresponds to an explicit integration of the hydraulic model, while 
θ=1 corresponds to an implicit integration.  ζ=0 corresponds to an explicit integration of the heat 
conduction model, while ζ=1 corresponds to an implicit integration. 
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For a fuel rod as shown by the schematic in Figure 4-3, the inner radius for the first node 
is r1 = 0 and the boundary conditions are wv1h 0=  and w 1h 0=

�
. 

For the subsequent nodes, 1 < j < N, the linearized heat conduction equation becomes: 

( )

( )

2 2
j 1/ 2 j 1/ 2
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2 2
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∆

′′′+ ∆ −

 (4.2-7) 

For the last node, j = N, the linearized heat conduction equation becomes: 
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 (4.2-8) 
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For a fuel rod (Figure 4-3), special considerations need to be given to the gap between the 
fuel pellet and the cladding.  For the last node (M) in the fuel, the linearized heat conduction 
equation becomes: 

( )
( )

M 1/ 2

n n n 1 n 1
w,M 1 w,M w,M 1 w,Mn

M 1/ 2 M 1/ 2
M 1

2
M 1

M M 1
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2r t k
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r
t q r r
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− −
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−
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 ∆
+ −∆ − ρ ∆ =

 − 
 

 + ++ ∆ − + ζ ∆ − ∆ + + 

− + ζ ∆ − ∆
+ ∆

∆

 ∆
′′′+ ∆ ∆ − 
 

 (4.2-9) 

 

 

Figure 4-3. One-Dimensional Fuel Rod Geometry 
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For the first node in the cladding (M+1), the linearized heat conduction equation 
becomes: 

( )

( )
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+ ∆
∆
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 (4.2-10) 
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5.0 FLOW REGIME MAP 

The two-fluid model used in TRACG requires the use of auxiliary relations for the 
constitutive correlations in the basic conservation equations.  The constitutive correlations 
express the rates of exchange of mass, momentum, and energy between each phase and its 
surroundings.  These correlations take on different forms for different flow patterns.  As an 
example, two-phase flow patterns affect the rate of vapor generation in direct contact with the 
walls, and this term is important in determining mass exchange between liquid and vapor.  Both 
the exchange of energy and momentum at the interface between vapor and liquid depend on the 
interfacial area per unit volume and the topology of the two-phase flow.  For these reasons, it is 
important to identify the flow regime in each hydraulic cell before proceeding with the solution 
of the flow equations for that cell. 

The nomenclature used in this section is given below: 

Nomenclature 
 Item Description 

 A cross-sectional area 
 Co distribution parameter 
 D diameter 
 Dh hydraulic diameter 
 E entrainment 
 Ef fraction of wall in boiling transition 
 g acceleration of gravity 
 G mass flux 
 

Tg  component of gravity perpendicular to flow axis 
 h height of liquid in pipe 
 j volumetric flux 
 P pressure 
 Re Reynolds number 
 S perimeter 
 v velocity 
 

g jv  drift flux velocity 
 Greek Symbols  

 α void fraction 
 ρ density 
 σ surface tension 
 θ inclination angle of flow axis relative to gravity vector 
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Nomenclature 
 Item Description 

 µ dynamic viscosity 
 Subscripts  

 a annular flow 
 bc bubbly/churn flow 
 � liquid 

 tran transition to annular flow 
 v vapor 
 w wetted 
 Superscript  
 * Superficial velocity (e.g., *

vj ) 

5.1 Basis for Flow Regime Map in TRACG 

The constitutive correlations for shear and heat transfer in TRACG use a relatively 
simple flow regime map, which consists basically of two distinct patterns:  (a) liquid-continuous 
at low void fractions and (b) vapor-continuous at high void fractions with a transition zone in 
between.  The liquid-continuous regime applies to the single-phase liquid flow, bubbly/churn and 
inverted annular flows.  The vapor-continuous regime applies to the annular, dispersed droplet 
flow and single-phase vapor flow regimes.  The transition regime involves churn to annular and 
churn to droplet; depending on the void fraction, flow rate and other variables. 

The criterion for transition from the liquid-continuous zone is defined in terms of a 
transition void fraction, αtran that is a function of flow conditions and geometry. 

This flow regime map is based on one that was originally suggested by Ishii[44] in his 
derivations of the drift-flux model.  Ishii suggested two simple flow regime transition criteria 
that, in his words, "are based on the relative motion between phases and are consistent with the 
concept of drift-flux model." 

Transition between bubbly/churn and annular flow takes place when the liquid in the film 
(or entrained droplets) can be lifted relative to the liquid velocity in the bubbly/churn flow 
regime.  Transition between annular flow and dispersed droplet flow is given by the onset of 
entrainment.  For low vapor flow, annular flow will exist and, as the vapor flux is increased, 
more and more entrainment will occur, causing a gradual transition to droplet flow. 

The flow regime map (Figure 5-1) that was originally developed for vertical flow is 
assumed to be usable for both vertical and horizontal flow components.  For horizontal flow with 
low velocities, however, stratification can occur.  Transition to stratified flow is based on a 
critical Froude number. 
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5.1.1 Churn to Annular Transition 

5.1.1.1 Technical Basis and Assumptions 

The transition between churn flow and annular flow has been widely analyzed.  See 
References [44] through [47].  The criterion for transition is when the liquid in the film can be 
lifted by the vapor flow relative to the liquid in the churn flow regime.  This criterion is satisfied 
at the void fraction where the same velocity is predicted for churn flow as for annular flow.  
Using the drift flux model, the vapor velocity for churn flow is given by: 

v,bc o,bc gj,bcv C j v= +  (5.1-1) 

Similarly, for annular flow, the vapor velocity is given by: 

v,a o,a gj,av C j v= +  (5.1-2) 

 

 

Figure 5-1. Flow Regime Map in terms of Void Fraction 
 

The intersection of the two correlations or the condition where the velocity is the same in 
the two flow regimes is given by: 

o,bc gj,bc o,a gj,aC j v C j v+ = +  (5.1-3) 

For annular flow, Co is given by the following expression from Section 6.1.4: 
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o,a 0.5

v

1
C 1

1 75(1 )

− α
= +

 ρ+ − α
α +  

ρα �

 (5.1-4) 

which, according to Ishii[44], can be approximated to: 

o,a

v

1
C 1

4

− α
= +

ρ
α +

ρ
�

 (5.1-5) 

Inserting this expression in Equation (5.1-3) and solving for the void fraction, one gets: 

v
o,bc gj,a gj,bc

tran
o,bc gj,a gj,bc

j 4 (1 C ) j (v v )

C j (v v )

ρ
 + − + − ρ

α =
− −

�  (5.1-6) 

where Co,bc is given by the following expression from Section 6.1.3.  See Equation (6.1-43). 

( ) v
o,bc ,bc ,bcC C C 1∞ ∞

ρ
= − −

ρ
�

 (5.1-7) 

where: 

( ),bc eC 1.288 0.105 4.5 0.015 log Reν
∞

 ρ
= + − 

ρ 
�

�

 (5.1-8) 

hGD
Re =

µ
�

�

 (5.1-9) 

5.1.1.2 Model as Coded 

The calculation of the transition void fraction to annular flow is encoded as described by 
Equations (5.1-6) through (5.1-9) in Section 5.1.1.1, with the limitations on Co,bc as described in 
Section 6.1.3.2. 

In order to avoid discontinuities in the interfacial shear at the transition to annular flow, 
the transition is implemented to take place over a void fraction interval of 0.1: 

{ }tran tran0.1,α − α  (5.1-10) 

Churn flow exists for α < αtran - 0.1 and annular flow exists for α > αtran.  A linear 
interpolation is performed for the constitutive correlations for shear and heat transfer over this 
interval between the correlations for churn flow and the correlations for annular flow. 
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5.1.1.3 Applicability 

Several criteria for transition to annular flow have been proposed.  Mishima and Ishii[46] 
proposed two criteria:  (a) flow reversal in the liquid film section along large bubbles, and (b) 
destruction of liquid slugs or large waves by entrainment.  A simpler criterion was proposed by 
Wallis[40], in which the transition to annular flow is given in terms of the superficial velocities: 

vj 0.4 0.6 j∗ ∗> +
�
 (5.1-11) 

where: 

( ) ( )
v v* *

v 0.5 0.5

h h

j j
j and j

gD gD

ρ ρ
= =

∆ρ ∆ρ

� �

�
 (5.1-12), (5.1-13) 

The TRACG criterion (Equation (5.1-6)) and the Wallis criterion (Equation (5.1-11)) 
have been compared to data by Bergles and Suo[47] in Figure 5-2.   

 
Figure 5-2. Flow Regime Map in terms of Quality 
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The lower bound of the transition regime (Equation (5.1-6)), where the transition to 
annular flow is initiated, is in good agreement with the data and the Wallis criterion from 
Equation (5.1-11).  It should be kept in mind that flow regime maps are based on visual 
interpretation of test data, which tend to be fairly subjective.  The main assessment of the flow 
regime map should be done in connection with the interfacial shear model and based on the 
accuracy of void fraction prediction.  As will be shown in Section 6.1, the void fraction is 
predicted quite accurately, generally to within a few percent. 

 

5.1.2 Entrainment 

The transition from a purely annular flow regime to an annular flow with dispersed 
droplets is given by the onset of entrainment. 

5.1.2.1 Technical Basis and Assumptions 

The entrainment correlation proposed by Mishima and Ishii[46] has been adopted: 

( ) ( ) ( )( )2.5 1.257 0.25
vE tgh tgh 7.5 10 j D Re− ∗ ∗= η = ⋅

�
 (5.1-14) 

where: 

v
v 0.250.667

v
2
v

j
j

g

∗ =
  ρ σ∆ρ
  ρ ∆ρ   

 (5.1-15) 

h

g
D D∗ ∆ρ

=
σ

�
 (5.1-16) 

hj D
Re

ρ
=

µ
� � �

�

�

 (5.1-17) 

It is assumed that the liquid will only flow on the fraction of the wall that has not 
experienced boiling transition and therefore can be wetted.  Therefore, the film thickness and the 
corresponding hydraulic diameter for the liquid ( hD

�
) is defined based on the wetted wall 

perimeter ( wS ) as 

h
w

4A
D

S
=

�
 (5.1-18) 

For example, if all the rods in a fuel bundle are in post boiling transition while the channel box is 
wetted, then Sw is given by the perimeter of the channel box.  It is also seen that the entrainment 
becomes 1.0 for the condition where the entire wall perimeter is in post boiling transition and Sw 
approaches 0.0. 
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5.1.2.2 Model as Coded 

Ishii’s correlation has been slightly modified in the TRACG implementation.  When 
TRACG was assessed against void fraction data, it was observed that the void fraction was over 
predicted for conditions where a large entrainment fraction, close to 1, was predicted.  This was 
attributed to the asymptotic behavior of tgh(η) in Ishii’s correlation; tgh(η) approaches 1 too fast 
for large values of η, leading to the over prediction of the void fraction due to the much lower 
relative velocity for droplet flow than for annular flow.  In order to correct this deficiency, a 
modification was introduced to Ishii’s correlation.  The dimensionless property groups in the 
correlation were retained, but the functional form was modified from tgh(η) to: 

( )( )

( )

1 6
12

1

6
1

1

max 0.03 ,0.0
, 10

1 0.1E
0.13

1 , 10

 η −
η <

 + η +
= 


− η ≥
η

 (5.1-19) 

where 

( ) ( )
2.5 1.256 0.25

1 v10 j D Re− ∗ ∗η =
�

 (5.1-20) 

The calculated entrainment values from Equation (5.1-19) compared to values from 
Equation (5.1-14) are shown in Figure 5-3.  The calculated values from the revised expression 
relative to the original are: lower at very low values of η, slightly higher for intermediate values 
of η, and slightly lower for the highest values of η. 

When a surface experiences boiling transition less liquid is available for entrainment, but 
the fraction of that liquid that becomes entrained actually increases so that in the limit as all 
surfaces dry out the entrainment fraction approaches unity.  This effect is accounted by defining 
the liquid hydraulic diameter from Equation (5.1-18).  As the wetted perimeter decreases the 
hydraulic diameter for the liquid increases, the Reynolds number for the liquid from Equation 
(5.1-17) increases, and the value of *D  from Equation (5.1-16) increases.  These increases all 
cause 1η  in Equation (5.1-20) to increase so that in the limit as 1η  becomes very large and the 

entrainment fraction predicted from Equation (5.1-19) approaches unity. 

5.1.2.3 Applicability 

Ishii’s correlation has been compared to many experimental data[48] for air-water systems 
covering the ranges: 

 0.1 < P < 0.4 MPa 

 0.0095 < Dh < 0.032 m 

 370 < Re� < 6400 

 jv < 100 m/sec 
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An example on this qualification is shown in Figure 5-3.  This figure also shows the 
difference between Ishii’s original correlation from Equation (5.1-14) and the modified 
correlation given by Equation (5.1-19).  Relative to the 187 data points, the average error in the 
calculated entrainment from Equation (5.1-19) is +0.008 with a standard deviation of 0.056.  As 
expected, less than 5% of the data points fall outside the ±2-sigma bands as depicted by the eight 
solid-colored data points compared to the colored lines in Figure 5-3. 
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Figure 5-3. Comparison of Equilibrium Entrainment Correlation to 

Various Data 

 

The main shortcoming for Ishii’s entrainment correlation is the relatively limited pressure 
range near atmospheric pressure of the database used to develop the correlation.  This is not 
believed to limit the correlation’s applicability because pressure (and other fluid properties) are 
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implicitly included in the dimensionless parameters from Equations (5.1-15) through (5.1-17) 
that are used to develop the correlation.  For higher pressures approaching BWR operating 
pressures, the entrainment correlation as implemented in Equation (5.1-19) has been indirectly 
validated through comparisons to void fraction data (Section 6.1.8).  For annular flow especially, 
the relationship between void fraction and entrainment is very strong as indicated in Sections 
6.1.4 and 6.1.6.  For the intermediate pressures, additional qualification using Toshiba void 
fraction data has been added as indicated in Section 3.1.6 of Reference [6].  The excellent 
prediction of the void fraction data (±2%) for pipes and rod bundles over the entire range of 
pressures justifies the use of Ishii’s entrainment correlation for pressures over the entire range of 
BWR operating pressures. 

5.1.3 Horizontal Flow 

For horizontal pipes, a transition from bubbly flow to stratified flow is introduced.  The 
transition is similar to the transition to annular flow in the sense that it represents a transition 
from dispersed flow to separated flow.  The transition from stratified to dispersed flow is derived 
from the condition where an instability will develop for the free surface in stratified flow based 
on a critical Froude number. 

5.1.3.1 Technical Basis and Assumptions 

For vapor flowing over a free surface, an instability will develop if the perturbation in the 
vapor pressure as predicted by Bernoulli's equation due to a small perturbation in the liquid level, 
δ, exceeds the static head corresponding to the level perturbation: 

2
v v T

h

v g
D

δ
ρ > δ∆ρ

α
 (5.1-21) 

where gT is the component of the gravity vector perpendicular to the pipe.  For a horizontal pipe 

gT = g, while gT = 0 for a vertical pipe.  In general, gT = g cos (θ), where θ is the inclination of 
the pipe. 

The condition for instability of the free surface is thus given by: 

2
v v

h T

v
1

D g

ρ
=

α ∆ρ
 (5.1-22) 

or  

2
v v

strat
T h

v

g D

ρ
α =

∆ρ
 (5.1-23) 

5.1.3.2 Model as Coded 

Analogous to the transition to annular flow, a transition region is implemented to avoid 
discontinuities in the constitutive correlations.  The transition is implemented to take place over a 
void fraction interval of 0.1. 

{ }strat strat, 0.1α α +  (5.1-24) 



FLOW REGIME MAP  5.1  -  Basis for Flow Regime Map in TRACG 5-10 

Dispersed flow exists for α < αstrat and stratified flow exists for α > αstrat+0.1.  A linear 
interpolation is performed for the constitutive correlations for shear and heat transfer over this 
interval between the correlations for bubbly/churn flow and the correlations for stratified flow. 

5.1.3.3 Applicability 

Mishima and Ishii[50] have compared various modified Helmholz models with data for 
predicting the transition between stratified and dispersed flow.  The current TRACG model is a 
simplification of the term for the critical gas velocity recommended by Taitel and Dukler[49], 
where the following subsitutions are made: 

 
h

1
D

 
− ≡ α 

 
�  (5.1-25) 

dA
D

dh 4

π
≡�

�

 (5.1-26) 

Figure 5-4 shows a comparison of the TRACG model given by Equations (5.1-23) and 
(5.1-24) to Ishii's theory and the data of Wallis and Dobson[51].  The model is seen to bracket the 
data for low flow rates and slightly under-predict the data by about 0.2 for high flow rates.  It 
should be noted that horizontal two-phase flow is not very significant for BWR applications, and, 
considering the reasonably good comparison to data, it can be concluded that the correlation for 
transition to stratified flow is applicable to BWRs. 
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Figure 5-4. Transition to Stratified Flow 
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5.2 Assessment and BWR Applicability 

Numerous flow regime maps exist in the literature that could be used for comparisons.  
Many are not mechanistic and are based on subjective observations or simply based on 
correlations of data, often in terms of j

�
 and vj .  Assumptions about the interfacial drag or 

relative velocity are required to convert this type of map to the type of map used in TRACG.  
Some assessments have been given in Sections 5.1.1.3, 5.1.2.3, and 5.1.3.3.  The trends are 
generally correct, and, due to the subjective nature of determining the transition boundaries, 
reasonably accurate. 

It is important to note that the flow regime per se is not used by the field equations, but 
rather the values for the interfacial parameters.  The main assessment of the flow regime map 
should be done in connection with the interfacial shear model and based on the accuracy of the 
void fraction prediction. 

In Section 6.1, it is shown that the void fraction is predicted very accurately, generally 
within 2-5%.  Consequently, the applicability of the flow regime map is identical to the 
applicability of the interfacial shear model: 

0.1 < P < 10 MPa 

0 < G < greater than 2000 kg/m2-sec 

Onset of sub-cooled boiling < T� < Tsat 

0.01 < Dh < 1.2+m 
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6.0 MODELS AND CORRELATIONS 

To close the set of basic equations described in Section 3.0, a set of constitutive 
correlations describing interfacial shear and heat transfer, wall friction and heat transfer is 
needed.  These correlations define the rates of exchange of mass, momentum and energy 
between the phases and their surroundings.  The correlations depend on the flow regime, as they 
take on different forms for the different flow patterns.  The flow regime map defining the flow 
patterns as a function of the thermal-hydraulic conditions was described in Section 5.0.  This 
section describes the constitutive correlations for interfacial shear and heat transfer, wall friction 
and heat transfer for the individual flow patterns. 

The ultimate objective of the TRACG code is to analyze a wide variety of BWR 
transients and LOCAs.  The models and correlations described in this section must be adequate 
for this purpose over the range of expected conditions.  Table 6-1 provides the desired range of 
applicability for the various BWR regions in the reactor vessel.  These ranges were derived by 
considering reactor startup conditions (at criticality) for the lower bound for the flow rates in the 
reactor vessel.  The upper bound flow rates generally correspond to the reactor operation at rated 
conditions.  Break flow following a LOCA can also result in the highest flow rate in the region 
of the break.  For the containment, the steamline break provides an upper bound on flow rates.  
The void fraction range considers depressurization during a LOCA and possible uncovery 
because of loss of inventory. 

Later in this section, the ranges for each group of models will be compared with the 
desired ranges given in Table 6-1.  This is done in Table 6-2 for interfacial shear, Table 6-3 for 
pressure drop, Table 6-10 for interfacial heat transfer and Table 6-18 for wall heat transfer.  The 
entries in these four tables refer to the suitability of the models and correlations to predict the 
particular phenomenon in the ranges given for each component in Table 6-1.  The entries do not 
indicate whether or not a model was developed specifically for that component or region.  So, for 
example, if the models for single phase convection to liquid and two-phase convection cover the 
Reynolds number range of 1400 to 200,000 then the Reynolds number column for Bypass in 
Table 6-18 would be marked with a "C". 
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Table 6-1.  Range of Parameters for BWR Regions 

Range of Parameters for BWR Regions 

Range of Conditions 
Region Flow Regimes Wall HT Regimes Size (m) 

P (MPa) G(kg/m2-s) Void 
Reynolds 

No. 

Noncondensable 

Concentration 

in Vapor Phase 

    [[     

Lower Plenum SPL, BC SPCL, TPC 
3D cells; 
O (1 m) 

   
 

 
 

CRD Guide 
Tubes 

SPL, BC SPCL, TPC 
Dh~0.3, 
L~4.0 

   
 

 
 

Core All SPCL, NB, BT, FB 
Dh~0.01, 

L~2.7 – 3.7 
   

 
 

 

Bypass SPL, BC, SPV SPCL, TPC 
Dh~0.04, 

L~4.0 
   

 
 

 

Upper Plenum SPL, BC, DD, SPV SPCL, TPC, SPCV 
3D cells; 
O (1 m) 

   
 

 
 

Mixing Region SPL, BC, DD, SPV SPCL, TPC, SPCV 
3D cells; 
O (1 m) 

   
 

 

Steam Dome DD, SPV SPCV O (1 m)      
Steam Line DD, SPV SPCV Dh~0.8      

Downcomer SPL, BC, SPV SPCL, TPC, SPCV 
3D cells; 
O (1 m) 

   
 

 
 

Recirculation 
Loop 

SPL, BC SPCL, TPC Dh~0.5 m      

Drywell SPV, DD SPVC, COND 
3D cells; 
O (2 m) 

     

Wetwell Air 
Space 

SPV, DD SPVC, COND 
3D cells; 
O (2 m) 

     

Suppression 
Pool 

SPL, bubbly SPCL 
3D cells; 
O (2 m) 

     

Main vents 
SPL, large buble, 

stratified 
SPCL, TPC 

Dh~0.7, 
L~0.7 

     

Steam 
Seperator 

SPL,BC,DD,SPV SPCC,TPC,SPCV 
Dh~0.15, 

L~4.0 
     

ESBWR 
Chimney 

SPL, BC, DD, SPV SPCL, TP, C, SPCV 
Dh~0.6, 
L~7.0 

   
 

 
 

        ]] 

(b) (7)(D)

(b) (7)
(D)
(b) (7)
(D)
(b) (7)
(D)

(b) (7)
(D)
(b) (7)(D)

(b) (7)(D)
(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)
(D)
(b) (7)
(D)
(b) (7)
(D)
(b) (7)
(D)
(b) (7)
(D) (b) (7)

(D)
(
b
) 
(
7
)
(
D
)
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Range of Parameters for BWR Regions 
Flow Regimes: 

 
SPL Single Phase Liquid 
BC Bubbly – Churn 
Transition Transition from bubbly to annular flow 
Annular Annular Flow 
DD Droplet Flow 
SPV Single-Phase Vapor 
 
Wall Heat Transfer Regimes: 
 
SPCL Single-Phase Convection to Liquid 
TPC Two-Phase Convection (small amount of condensation or boiling based on wall temperature) 
NB Sub-cooled and Nucleate Boiling 
SPCV Single-Phase convection to Vapor 
BT Boiling Transition from Nucleate to Film Boiling 
FB Film Boiling 
COND Condensation 
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In the nomenclature, the term gas implies a general mixture of steam and noncondensable 
gases.  The subscript “v” will denote a property or parameter applying to the gas mixture; the 
subscript “s” indicates a quantity applying specifically to steam, and the subscript “a” signifies 
the summation of all noncondensable gases.  The subscripts “f” and “g” signify saturated liquid 
and steam, respectively.  The following list of nomenclature applies to Section 6.0. 

Nomenclature 

 Item Description 

 a constant; absorption coefficient; sonic velocity 

 A area; constant 

 B Constant 

 B Radiosity 

 C Constant 

 CD drag coefficient 

 Co drift flux model distribution parameter 

 Cp specific heat at constant pressure 

 Cv specific heat at constant volume 

 CHF critical heat flux 

 di interfacial area per unit volume 

 D Diameter 

 DQ thermal diameter 

 e specific total energy 

 E Entrainment 

 ECPR experimental critical power ratio 

 F wall shear; factor in Chen correlation; radiation view factor 

 f�v drag force per unit volume between gas and liquid phase 

 f1 correlation factor for pure steam 

 f2 correlation factor for noncondensable gas 

 fR friction factor 

 Fs Sub-cooled correction factor for modified Zuber correlation 

 g acceleration of gravity 

 G mass flux 

 Gr Grashof number = ρ2 g β L3 ∆T / µ2 

 h heat transfer coefficient; specific enthalpy 

 H incoming radiation 

 hL dynamic head loss term 

 hfg hg - hf 
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Nomenclature 

 Item Description 

 I Bessel function 

 j* superficial velocity 

 k thermal conductivity; constant 

 L length 

 Mv interfacial drag between the two phases due to difference in velocity 

 n constant; variable 

 Nu Nusselt number = h D / k 

 P pressure 

 PCT peak cladding temperature 

 Pe Peclet number  = G D Cp / k 

 Pr Prandtl number = µ Cp / k 

 q" heat flux 

 q''' volumetric heat generation rate 

 R local peaking pattern parameter; gas constant 

 Re Reynolds number = G D / µ  or as defined in text 

 s thickness of oxide layer 

 S suppression factor in Chen correlation; specific entropy 

 t time 

 T temperature 

 v velocity 

 vgj drift flux velocity 

 V variable in GEXL correlation 

 W molecular weight 

 We Weber number = ρ v2 L / σ 

 x flow quality; noncondensable mass fraction 

 X variable defined in text 

 Y mole fraction; variable used in model as coded sections 

 z  coordinate direction 

 Greek Symbols  

 α void fraction 

 
β 

heat transfer coefficient from steam to droplets; volumetric coefficient 

of thermal expansion 

 χ inverse of the Lockhart-Martinelli parameter 

 δ film thickness 
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Nomenclature 

 Item Description 

 ε pumping factor; emissivity 

 φ2
�o two-phase multiplier 

 Φ2
�o hom homogeneous two-phase multiplier 

 γ specific heat ratio = Cp / Cv; variable in Section 6.6.8 

 Γg volumetric vapor generation rate 

 Γ mass flow of condensate per unit circumference 

 µ viscosity; bias; anisotropic correction factor 

 ρ density 

 σ surface tension; standard deviation; Stefan-Boltzmann constant 

 τ shear; transmissivity 

   

 Subscripts  

 a all noncondensable gases 

 A annular 

 air air 

 b bubbly 

 B bulk 

 BER Berenson 

 c critical 

 d droplet 

 e equilibrium 

 E entrainment fraction 

 evap evaporation 

 f saturated liquid 

 FB film boiling 

 free free or natural convection 

 g saturated steam 

 h hydraulic 

 He helium 

 HE HEM critical flow model 

 i interface 

 L level 

 � liquid (sub-cooled) 
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Nomenclature 

 Item Description 

 �d liquid departure 

 lam laminar 

 m mixture 

 mac macroscopic 

 mic microscopic 

 min minimum 

 n specific noncondensable gas component 

 NB nucleate boiling 

 NC nucleate boiling at CHF 

 r relative 

 ref reference 

 s steam 

 sat saturated 

 t throat 

 TB transition boiling 

 TP two phase 

 tran transition 

 turb turbulent 

 u universal 

 v vapor 

 w wall 

 Zr Zirconium 

 Superscripts  

 I isotropic 

 A anisotropic 
 

6.1 Interfacial Shear 

Calculation of interfacial shear and momentum exchange across the interface is a 
necessary part of the two-fluid equation system solution. In specific terms, the interfacial shear 
model calculates the variable f�v in the equations of motion for vapor and liquid (Section 3.1.2).  

f�v represents the drag force, per unit volume, between the phases; and it is expressed in terms of 

average phasic velocity difference: 

v i r rf c v v=
�

 (6.1-1) 
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where ci is the local average interfacial drag coefficient between phases (per unit volume) and rv  

is the void-weighted average velocity difference between vapor and liquid.  The local values of ci 

and rv  are dependent on flow regime, void fraction and properties of vapor and liquid (ci is a 

function of rv ).  Equation (6.1-1) gives only the generic form of f�v (its specific forms are 

described later).  The basic principle of these calculations is to identify the prevailing flow 
pattern at each hydraulic junction and then apply specific correlations for relative phasic velocity 
and interfacial drag to determine the momentum exchange across the interface at that junction. 

6.1.1 Background 

The bulk of the data available for the evaluation of the interfacial shear and the wall 
friction are void fraction and pressure drop data.  These are also the parameters that are 
important and must be described accurately in a best-estimate analysis of the two-phase flow in a 
BWR.  More fundamental data are available for the shear and the interfacial forces, and 
extensive basic research is continuing.  However, a comprehensive set of models for the shear 
and interfacial forces for all flow regimes does not presently exist, and the models that do exist 
are primarily for idealized flow regimes.  For these reasons, the development of the constitutive 
correlations for the interfacial shear is based on the very large database that exists for void 
fractions and pressure drop.  The correlations are based on the following: 

For adiabatic and steady state conditions, the two-fluid model and the drift flux model are 
equivalent, and drift flux parameters can be used to characterize the relative velocity, and 
the phase and flow distributions. 

The correlations for the interfacial shear and drag, as well as wall friction, as derived from 
adiabatic steady-state conditions, are applicable for transient conditions. 

The interfacial shear correlations are based on the set of drift flux correlations developed 
by Ishii[44] from void fraction data available in literature.  These models for the interfacial shear 
are validated through the qualification against steady state and transient void fraction data 
described in the TRACG qualification reports[4],[5],[6]. 

 

6.1.2 Relation to Drift Flux Parameters 

The relation between interfacial forces and drift flux parameters is discussed in detail in 
Reference [52].  A brief summary will be given in the following sections. 

6.1.2.1 Shear and Wall Friction 

The presence of wall friction creates a shear field in the two-phase flow.  This shear field 
will interact with both phases, and thus create an interfacial force, which has its origin in the wall 
friction.  For example, for steady-state bubbly flow, the momentum equations can be written as: 
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v v

P
0 g f

x

∂
= −α − αρ −

∂
�

 [for the vapor phase]1 (6.1-2) 

v w

P
0 (1 ) (1 ) g f F

x

∂
= − − α − − α ρ + −

∂
� �

 [for the liquid phase] (6.1-3) 

where f�v represents the shear at the interface, and Fw represents the shear between the wall and 

the liquid.  If the pressure gradient is eliminated from the above equations, one obtains: 

v wf g (1 ) F= ∆ρ α − α + α
�

 (6.1-4) 

Consequently, if the interfacial shear above was a function only of the relative velocity 
between the phases, the relative velocity would be dependent upon the wall friction or the 
Reynolds number.  This, however, is not the case.  Data[44],[53] indicate that the drift velocity is 
virtually independent of the flow rate.  The interfacial shear, therefore, consists of another term 
with its origin in the wall friction besides a term that is a function of the relative velocity. 

Following Ishii’s notation[44], the local time-averaged momentum equations for the vapor 
and liquid phases are: 

v
v v v v v

v
v v P g M

t

∂ 
αρ + ⋅∇ = −α∇ + α∇ ⋅ τ − αρ − 

∂ 
 (6.1-5) 

v

v
(1 ) v v (1 ) P (1 ) (1 ) g M

t

∂ 
− α ρ + ⋅∇ = − − α ∇ + − α ∇ ⋅ τ − − α ρ + 

∂ 
�

� � � �
 (6.1-6) 

Here the interfacial mass transfer has been neglected and it has been assumed that each 
phase, as well as the interface, has the same pressure. 

For one-dimensional flow, Equations (6.1-2) and (6.1-3) degenerate to: 

v
v v v z v v

v P
v v g M

t z

∂ ∂ 
αρ + ⋅∇ = −α + α∇ ⋅ τ − αρ − 

∂ ∂ 
 (6.1-7) 

z v

v P
(1 ) v v (1 ) (1 ) (1 ) g M

t z

∂ ∂ 
− α ρ + ⋅∇ = − − α + − α ∇ ⋅ τ − − α ρ + 

∂ ∂ 
�

� � � �
 (6.1-8) 

An interpretation of the various terms on the right-hand side of Equations (6.1-7) and 
(6.1-8) can be obtained from Figure 6-1. 

For the gas equation, the interpretation of the various terms is as follows: 

                                                 
1 A general formulation is applied for the gravitational force in the momentum equations in Section 3.  For the 3D equations, the 

gravitational force is introduced as a vector g
�

 and for the 1D equations; the gravitational force is introduced as a parameter g 

that can range from –9.81 to +9.81 m/sec2 dependent on the orientation of the pipe.  In this Section 6.1 the momentum equation is 
formulated for a vertical pipe with the positive direction up and g=9.81.  Since the force of gravity is downwards, the force is 

g
gαρ− for the liquid momentum equation and ( )1 gα ρ− −

�
 for the liquid momentum equation. 
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z

the force on the gas due to the pressure gradient in the z-direction 
z

(the pressure is assumed to be the same for each phase)

the force on the gas due to the shear at the surface of the inc

∂Ρ
−α =

∂

α∇ ⋅ τ = remental 

volume.  It is assumed that the averaged shear tension 

is the same for each phase, which is reasonable, because, except for 

surface tension and mass transfer effects, the shear is a continuou

v

v

s function.

g the body force, due to gravity, on the gas.

M the interfacial drag between the phases inside the incremental 

volume due to a local difference in the phase velocities.

−αρ =

=

 For a dispersed two-phase flow regime such as bubbly or droplet flow, it is a good 
assumption that the fraction of the surface of the control volume occupied by the gas phase is 
equal to void fraction.  For other flow regimes such as pure annular flow, i.e., no entrainment, 
the model assumption is less accurate.  The assumption however was adopted for all flow 
regimes for consistency.  The excellent comparison to void fraction data shown in Section 3.1 of 
the TRACG Qualification LTR

[4],[5],[6] demonstrates the applicability of the model. 
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Figure 6-1. Right-Hand Side of Vapor Momentum Equation 

 

The bases for the interfacial shear model are stated in Section 6.1.1.  For adiabatic and 
steady state conditions in a straight fluid channel without any area changes, there is no 

acceleration of the fluid and the 
t

∂

∂
 as well as the 

x

∂

∂
 terms are zero.  Therefore, for adiabatic 

steady-state conditions, Equations (6.1-7) and (6.1-8) reduce to: 

z v v

P
g M 0

z

∂
α − α∇ ⋅ τ + αρ + =

∂
 (6.1-9) 

z v

P
(1 ) (1 ) (1 ) g M 0

z

∂
− α − − α ∇ ⋅ τ + − α ρ − =

∂
�

 (6.1-10) 

When Equations (6.1-9) and (6.1-10) are added, 

( )( )z v

P
1 g 0

z

∂
− ∇ ⋅ τ + − α ρ + αρ =

∂
�

 (6.1-11) 

 

  

dA   

ds   

  

α∇ τ • = z dzdA   

    

( ) − + αρ v v g M dzdA   

z   

x   

y   

dz   

P
dzdA

z
α

∂
−

∂

z
dsdzα η τ•∫�
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The integration of this equation over the cross section, assuming that the densities and the 
pressure gradient are constant across the flow area, results in: 

( )z v

S

P
A ds A 1 g 0

z

∂
− η⋅ τ + − α ρ + α ρ =

∂ ∫ �
 (6.1-12) 

The integral is along the boundary (S), η  is the normal to the boundary, and Gauss’s 
theorem has been used.  When Equations (6.1-11) and (6.1-12) are combined, 

( )z z

1
ds g

A
∇ ⋅ τ = η⋅ τ − ∆ρ α − α∫  (6.1-13) 

Integrating the momentum equation for the gas over the cross section results in: 

z v v

A A

P
A dA A g M dA 0

z

∂
α − α∇ ⋅ τ + α ρ + =

∂ ∫ ∫  (6.1-14) 

The second term in this equation can be evaluated using Equation (6.1-13): 

( )
2

z z

A

dA ds A gα∇ ⋅ τ = α η⋅ τ − ∆ρ α − α∫ ∫  (6.1-15) 

The left side of Equation (6.1-15) is the total amount of shear on the vapor phase.  The 
first term on the right side is the void fraction times the wall friction.  The second term is an 
induced shear stress due to the variance of the void fraction across the flow area: 

( )
2

if A g= ∆ρ α − α  (6.1-16) 

and from which 

z w i

A

dA F fα∇ ⋅ τ = − α −∫
 (6.1-17) 

Inserting this into Equation (6.1-14) gives: 

w i v v

A

P
A F f A g M dA 0

z

∂
α + α + + α ρ + =

∂ ∫  (6.1-18) 

Similarly, for the liquid momentum equation, 

w i v

A

P
1 A 1 F f 1 A g M dA 0

z

∂
− α + − α − + − α ρ − =

∂ ∫�
 (6.1-19) 

The various terms in the integrated momentum equation for the gas have the following 
physical interpretations: 
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P
A the force due to the pressure gradient

z

∂
α =

∂
 

wF induced shear stress due to the shear created by the wall frictionα =  

vA g = the body force due to gravityα ρ  

v

A

M dA the drag force between the phases due to local velocity differences=∫  

if = induced shear stress due to the radial phase distribution  

The terms in the integrated liquid momentum equation can, of course, be interpreted in 
the same way. 

Consequently, if the liquid phase alone is in contact with the wall, the wall friction acts 
alone on the liquid, giving: 

wvF 0=  (6.1-20) 

w wF F=
�

 (6.1-21) 

The induced shear, however, caused by the wall friction, creates an interfacial force 
between the phases given by wFα  where the net forces on the phases due to the wall friction 

become wFα  for the gas phase and w1 F− α  for the liquid phase.  Similarly, if the gas phase 

is in contact with the wall, 

wv wF F=  (6.1-22) 

wF 0=
�

 (6.1-23) 

and the interfacial force, due to the wall friction, becomes w1 F− α .  Again, the net forces on 

the phases due to the wall friction become wFα  for the gas phase and w1 F− α  for the liquid  

phase. 

It is significant to realize that the distribution of the wall shear between the phases has no 
impact on the pressure drop, as the total momentum equation is not affected.  The distribution, 
however, affects the interaction between the phases and is in agreement with the experimental 
observation[44],[53] that the relative velocity is insensitive to flow rate. 

 

6.1.2.2 Interfacial Drag and Phase Distribution 

In Section 6.1.2.1, the interfacial force due to the wall friction was derived.  The 
remaining interfacial forces then become a function of the interfacial drag due to the difference 
in the phase velocities, the buoyancy due to the gravity, and a force that is due to the phase 
distribution. 



NEDO-32176, REVISION 4 
 

MODELS AND CORRELATIONS  6.1  -  Interfacial Shear 6-14 

When 
P

z

∂

∂
 and τ are eliminated from Equations (6.1-9) and (6.1-10), 

( )vM 1 g= α − α ∆ρ  (6.1-24) 

The physical interpretation of this equation is that, locally, the drag is equal to the 
buoyancy.  Integrating this equation over the cross section gives: 

( )v

A

M dA A g 1= ∆ρ α − α∫  (6.1-25) 

This equation, combined with Equation (6.1-16), gives the total interaction between the 
phases due to drag or shear: 

v i v

A

f f M dA A 1= + = ∆ρ α − α∫�
 (6.1-26) 

The interfacial force must be related to the velocity difference between the phases.  It is 
conventional to define: 

v i r rf c v v=
�

  (6.1-27) 

Integrating Equation (6.1-27) over the cross section yields: 

v v i r r

A

A f f dA Ac v v= =∫� �
 (6.1-28) 

Where: 

i r r
i

r r

c v v
c

v v
=  (6.1-29) 

In this equation, rv  is a weighted average value for the relative velocity.  It is important 

to note that r vv v v≠ −
�
, since v vv v /= α α  and ( )v 1 v / 1= − α − α

� �
 have different 

weight functions.  We will only have r vv v v= −
�
 for a uniform phase or velocity distribution. 

Locally, the drift flux velocity is related to the relative velocity by: 

gj
r

v
v

1
=

− α
 (6.1-30) 

and, consequently, an average relative velocity can be defined by: 

gj
r

v
v

1
=

− α
  (6.1-31) 

where  
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gj gjv v /= α α  (6.1-32) 

Eliminating gjv  using the drift flux correlation: 

v o gjv C j v= +  (6.1-33) 

where 

( )oC j / j= α α   (6.1-34) 

yields: 

o
r v o

1 C
v v C v

1

− α
= −

− α
�
 (6.1-35) 

This expression, combined with Equation (6.1-28), results in: 

o o
v i v o v o

1 C 1 C
f c v C v v C v

1 1

 − α − α
= − −  − α − α 

� � �
 (6.1-36) 

Thus, using Equation (6.1-26) and with Co and gjv  correlated from void fraction data, the 

interfacial interaction can be evaluated by: 

o o
i v o v o

1 C 1 C
c v C v v C v g 1

1 1

 − α − α
− − = ∆ρ α − α  − α − α 

� �
 (6.1-37) 

6.1.3 Bubbly/Churn Flow 

6.1.3.1 Technical Basis and Assumptions 

For bubbly flow, it is convenient to introduce: 

D
i

i

C1
c

8 d
= ρ

�
 (6.1-38) 

where CD is the drag coefficient for the bubbles and di is the interfacial area per unit volume. 

The interfacial area per unit volume can be given in terms of a critical Weber number: 
2
gj

2
i c

v1
 = 6

d  We (1- )

ρ
α

σ α

�  (6.1-39) 

Combining Equations (6.1-37), (6.1-38) and (6.1-35) gives: 
42

gjD
4

c

vC3
     =  g (1- )

4 We (1- )

ρ
α ∆ρ α α

σ α
�  (6.1-40) 
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Many expressions for gjv  for co-current flow have been reported in the literature by 

References [40] and [53].  Most expressions for gjv  are of the form: 

0.25

gj 2

g
v  = k 

 ∆ρ σ
 

ρ �

 (6.1-41) 

where k ranges from 1.18 to 1.53.  A value for k of 1.53 fits a wide range of data.  Inserting 
Equation (6.1-41) into Equation (6.1-40) results in: 

5D

c

C
 = 0.2433 (1- )

We
α  (6.1-42) 

In order to specify the interfacial shear, the exact value of Wec is not needed; only the 
ratio CD/Wec matters.   

For co-current flow, the distribution parameter will range from 0 for sub-cooled boiling 
to 1.333 as a maximum value for parabolic profiles.  For high flow rates or high pressure 

v(   )ρ ≈ ρ
�

, the distribution parameter should approach one.  Ishii[44] recommends: 

v
oC  = C  - (C  - 1)∞ ∞

ρ

ρ
�

 (6.1-43) 

where C∞  as given by Nikuradse[55] has been modified to extend it to lower pressures by 

defining: 

( )
ref

v
e

v P P

ρρ
C  = 1.288 +0.105 - 0.015 log Re

ρ ρ
∞ ∗ �

�

�

 (6.1-44) 

In this expression the first density ratio is evaluated at the reference pressure of Pref = 7.0 MPa 
and the second density ratio is evaluated at the pressure of interest. 

For low flow rates in large geometries, such as bubbles rising in a pool[56],[57], Equations 
(6.1-41) and (6.1-44) lead to an over prediction of the void fraction data.  The primary reason for 
this is that rising bubbles tend to induce a natural circulation in large geometries with local 
regions of two-phase co-current up flow separated by local regions of single-phase liquid down 
flow.  This effect is not included in the above correlations. 

Assuming the local drift to be given by Equation (6.1-41), the constant k can be 
correlated from Wilson’s data[56], and one obtains: 

( ) ( )
0.203

0.121 0.635*
v o v

v

k = 0.73 D   j C  j∗ ∗ ∆ρ
 

ρ 
−  (6.1-45) 

where: 
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h

 g
D* = D   

∆ρ

σ
 (6.1-46) 

v
v 0.25

j
j = 

( g )
∗

ρ

∆ρ σ

�  (6.1-47) 

For large hydraulic diameters and low values of the volumetric flux, Equation (6.1-45) 
gives larger values than 1.53.  TRACG uses the larger of 1.53 and the value of k predicted by 
Equation (6.1-45). 

6.1.3.2 Model as Coded 

The model for the interfacial shear for bubbly/churn flow is encoded as described by the 
above equations with the following limitations: 

• Co is not allowed to exceed a value of 1.333 or 1/α.  The latter limit is imposed, as a 
value larger than this limit would cause the coefficient to the vapor velocity in 
Equation (6.1-35) to become negative. 

• When calculating the interfacial shear from Equations (6.1-40) and (6.1-42), an 

expression of the following form is obtained: 
3

v i r rf c v v′=
�

.  The last term in this 

equation is limited to a lower value of 0.2; i.e., ( )
3

v i r rf c v max 0.2, v′=
�

.  This is a 

smaller value than what would be expected from Equation (6.1-41) for a wide range 
of pressures and thus will have no impact on the solution.  This limit is implemented 
on the relative velocity to prevent the derivative of the interfacial shear with respect 
to the relative velocity from approaching zero, which would cause numerical 
problems. 

6.1.3.3 Applicability 

The correlations for the interfacial shear for bubbly flow are based on Ishii’s 
recommendations[44].  In his database, Ishii considered data covering a wide range of parameters: 

0.1 < P < 12 MPa 

0.01 < Dh < 0.17m 

-30 < j < 20 m/sec. 

The correlation has been extended using Wilson’s bubble rise data[56] to cover hydraulic 
diameters up to 0.48 m.  Further qualification using the EBWR void fraction data (Section 3.1.4 
of References [4], [5] and [6]) shows that the correlation can be applied for hydraulic diameters 
on the order of 1.5 meters without significant error.  For even larger diameters the shear along 
the wall has progressively less importance in determining the average interfacial shear of the 
bulk fluid so the void fraction can be predicted by models that assume bubbles in an infinite 
medium. 
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6.1.4 Annular Flow 

6.1.4.1 Technical Basis and Assumptions 

For annular flow, ci will be expressed as: 

D
i

i

C1
c

8 d
= ρ

�
 (6.1-48) 

with the interfacial area per unit volume given by: 

i h

1 4

d D
= α  (6.1-49) 

This equation holds only for a smooth film.  For a rough film, the interfacial area will be 
increased; however, this effect of surface roughness is included in CD. 

Combining Equations (6.1-37), (6.1-48) and (6.1-49) gives: 
2
gj

D 2
hD

v1
C    =  g (1- )

2 (1- )

ρ
α ∆ρ α α

α
�  (6.1-50) 

Ishii[44] has analyzed the annular flow regime, using Wallis’ expression[40] for the 
interfacial shear, and recommends: 

3/2
h

gj

 gD(1- )
v  = 

 + a 0.015 

∆ρα

α ρ
�

 (6.1-51) 

where: 

( ) v
1 + 75 1-

a =  
α ρ

ρα �

 (6.1-52) 

Inserting Equation (6.1-51) into Equation (6.1-50) gives: 

2
DC  = 0.03  (  + a)α α  (6.1-53) 

For the distribution parameter, Ishii[44] recommends: 

o

1-
C  = 1 +

 + a

α

α
 (6.1-54) 

6.1.4.2 Model as Coded 

The model for the interfacial shear for annular flow is encoded as described by the above 
equations with the following limitations: 

• The expression for the interfacial area given by Equation (6.1-49) assumes that the 
wall is covered by a film no matter how thin the film is.  In reality, this will not 
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happen; at some point, the film will break up and only cover a fraction of the surface.  
This effect is approximated by applying a multiplier of 10(1-α) for void fractions 
greater than 0.9.  The purpose of this multiplier is not to model this phenomenon in 
great detail, but to prevent the numerical difficulty that would arise, if the interfacial 
shear were allowed to remain finite in the limit of α approaching 1.0 

• When calculating the interfacial shear from Equations (6.1-50) and (6.1-51), an 
expression of the following form is obtained: v i r rf c v v′=

�
.  The last term in this 

equation is limited to a lower value of 0.1; i.e., ( )v i r rf c v max 0.1, v .′=
�

 This is a 

smaller value than what would be expected from Equation (6.1-51) for a wide range 
of pressures and thus will have no impact on the solution.  This limit is implemented 
on the relative velocity to prevent the derivative of the interfacial shear with respect 
to the relative velocity from approaching zero, which would cause numerical 
problems. 

6.1.4.3 Applicability 

The correlations for the interfacial shear for annular flow are based in Ishii’s 
recommendations[44].  In his database, Ishii considered data covering a wide range of parameters, 
including laminar and turbulent flow and relative velocities covering a range from 0.2 to 4 m/sec. 
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6.1.5 Droplet Flow 

6.1.5.1 Technical Basis and Assumptions 

For droplet flow, it is convenient to introduce: 

D
i v

i

C1
c

8 d
= ρ  (6.1-55) 

with interface area per unit volume given in terms of a critical Weber number: 
2

v gj

2
i c

v1
 = 6(1- )

d  We  (1- )

ρ
α

σ α
 (6.1-56) 

Combining Equations (6.1-37), (6.1-55), and (6.1-56) results in: 
42
gjvD

4
c

vC3
 (1- )    =  g (1- )

4 We (1- )

ρ
α ∆ρ α α

σ α
 (6.1-57) 

Many expressions for gjv  are reported in the literature[40], and most are of the form: 

0.25

gj 2
v

g
v  = k (1- )

 ∆ρ σ
α  

ρ 
 (6.1-58) 

Ishii[44] recommends k = 1.41. 

Using Equation (6.1-58) and k 1.41 2= = , Equation (6.1-57) gives: 

D

c

C 1
 =  

We 3
α  (6.1-59) 

Since the droplets can be assumed uniformly distributed due to the turbulence, the 
distribution parameter is defined as: 

oC  = 1  (6.1-60) 

For large flow rates where the droplets are created by entrainment from the film, the 
droplet size will be determined by the initial relative velocity as they are entrained from the film 
on the wall.  Since the film velocity is much smaller than the vapor velocity and the void fraction 
is high, the initial relative velocity can be approximated by the total flux.  Thus, assuming a 
critical Weber number of 12, this is in agreement with Ishii’s recommendations and leads to: 

2
v

i

 j1 1
 =  (1- ) 

d 2

ρ
α

σ
 (6.1-61) 
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The droplets produced by the entrainment process can mainly be characterized as 
undistorted particles outside the Stokes regime, and an approximation[44] for the drag coefficient 
is: 

-0.5
D dC  = 1.07  Reα  (6.1-62) 

where: 

v d r
d

v

 d  v
Re  = 

ρ

µ
 (6.1-63) 

6.1.5.2 Model as Coded 

The model for the interfacial shear for droplet flow is encoded as described by the above 
equations with the following limitations: 

When calculating the interfacial shear from Equations (6.1-58) and (6.1-59), an 

expression of the following form is obtained: 
3'

v i r rf c v v=
�

.  The last term in this equation is 

limited to a lower value of 0.5; i.e., ( )
3'

v i r rf c v max 0.5, v=
�

.  This is a smaller value than 

what would be expected from Equation (6.1-58) for a wide range of pressures and thus will have 
no impact on the solution.  This limit is implemented on the relative velocity to prevent the 
derivative of the interfacial shear with respect to the relative velocity from approaching zero, 
which would cause numerical problems.  For high flow, the corresponding limitation is: 

( )'
v i r rf c v max 0.1, v=
�

. 

6.1.5.3 Applicability 

The correlations for interfacial shear for droplet flow are based on Ishii's 
recommendations[44].  For distorted particles, the model for the drift flux velocity is equivalent to 
the drift flux velocity for bubbly flow and the range of applicability of the model is similar.  The 
model is consistent with the recommendations of Wallis[40].  No specific range of applicability is 
given by Ishii[44] and Wallis[40] and the applicability of the model is determined by the 
assessment (Section 6.1.8). 
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6.1.6 Annular/Droplet Flow 

6.1.6.1 Technical Basis and Assumptions 

For dispersed annular flow, the drift flux parameters as recommended by Ishii[44] are 
interpolated between the annular and the droplet drift flux parameters based on the entrainment 
fraction: 

( )( )

( )

( )( )

( )
( )

( )

h
gj

v

1/ 30.25 2

2 2
v v vv

1 1 E gD 1 1 E
v

0.0151 75 1

E 1 gg 3 1
min 2 ,

E 1 j

− α − ∆ρ − α −
=

ρ+ − α ρ

ρα

  − α ∆ρ ∆ρ σ σ  +     α + − α ρ µ ρρ    

�

�  (6.1-64) 

The distribution parameter Co is given by: 

o

v

(1- ) (1-E)
C  = 1 + 

1+75(1- )
 +  

α

ρα
α

ρα �

 (6.1-65) 

where E is the entrainment fraction defined by Equation (5.1-19). 

6.1.6.2 Model as Coded 

In TRACG, the entrainment fraction is defined by Equation (5.1-19).  It is assumed that 
the fraction (1-α) E of the liquid exists as entrained droplets and that the fraction (1-α) (1-E) 
exists as an annular film on the wall.  For the entrained droplets, the shear is calculated as 
described in Section 6.1.5, and for the annular film the shear is calculated as described in Section 
6.1.4.  The two contributions are then added to form the total interfacial shear. 

6.1.6.3 Applicability 

The applicability of the correlations for the annular/droplet flow regime is given by the 
applicability of the correlation for the annular (Section 6.1.4) and droplet (Section 6.1.5) flow 
regimes, as well as the applicability of the entrainment correlation. 

In TRACG, as in other system codes, an additional complication arises from the use of 
the two-fluid model.  The droplets and the film will not have the same velocity.  However, when 
a two-fluid model is used, the interfacial shear is calculated based on the average liquid velocity. 

Given the above comments, the applicability of the interfacial shear model for the 
annular/droplet flow regime will be determined by the assessment (Section 6.1.8). 
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6.1.7 Modifications to Interfacial Shear 

6.1.7.1 Sub-cooled Boiling 

For sub-cooled boiling, the vapor is concentrated at the wall, where the liquid velocity 
approaches zero.  Consequently, for sub-cooled boiling, the distribution parameter should also 
approach zero, and become zero at the point of net vapor generation.  A modification to Co for 

sub-cooled boiling that has the right limits was suggested by Findlay and Dix[58]: 

[[  ]]  (6.1-66) 

where h�d is the liquid enthalpy at the point of net vapor generation (for details on h�d, see 

Section 6.6.4).  (If local subcooling occurs because of a pressure increase rather than sub-cooled 
boiling, the above modification to Co will not be appropriate.  In that case, the unmodified Co is 
used). 

6.1.7.2 Counter-Current Flow Limitations 

Very few data for the void fraction exist for counter-current flow; however, a large 
database for counter-current flow limitation (CCFL) exists.  From the drift flux correlation one 
gets: 

gjo
v

o o

vC
j  =  j  + 

1- C 1- C

αα

α α
�

 (6.1-67) 

The general form for CCFL correlations[41] is given by: 

v

vo o

j j
 +  = 1

j j
�

�

 (6.1-68) 

where jvo and j�o represent the intercepts with the axes.  Because the drift flux correlation should 

describe all possible flow situations at or below the CCFL curve (Figure 6-2), the line given by 
Equation (6.1-67) for constant void fraction should be tangent to the CCFL curve. 

(
b
) 
(
7
)
(
D
)

(b) (7)(D)
(b) (7)(D)
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Figure 6-2. Drift Flux Correlation and CCFL 
 

This puts a constraint on Co and gjv .  By requiring that Equation (6.1-67) be tangent to 

Equation (6.1-68), we get: 

gj o o

oo
o o

vo

v C  (1- C )
=

-j-j   C  + 1-  C
j

α

α α��

 (6.1-69) 

The CCFL correlation in TRACG utilizes the Kutateladze numbers, 

vK m -K = K+
�

 (6.1-70) 

where: 

v v
v 1/4

j  
K  = 

( g )

ρ

∆ρ σ
 (6.1-71) 

1/4

j  
K  = 

( g )

ρ

∆ρ σ

� �

�
 (6.1-72) 
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For counter-current flow, Co is not very well defined (e.g., Co has a singularity for j = 0).  

Consequently, gjv is determined as described in Sections 6.1.5, 6.1.6, and 6.1.7 and Co is 

determined from Equation (6.1-69). 

Even though the interfacial shear is fitted to match the CCFL correlation for counter-
current flow, TRACG will check the flow rates to make sure the CCFL correlation is not 
exceeded (Section 3.3.2).  The primary reason for this additional check is the discontinuity in the 
void fraction that often will exist at the CCFL location.  This discontinuity, coupled with the use 
of donor-celled void fractions, can lead to an over prediction of the liquid down flow.  The 
additional check against the CCFL correlation prevents this from happening. 

6.1.7.3 Virtual Mass 

The virtual mass is normally a small term compared to the other terms in the momentum 
equation.  It is of importance only for bubbly flow and for critical flow or sudden accelerations 
due to abrupt area changes.  The inclusion of virtual mass has a positive effect on the stability of 
the numerical method used for the integration of the conservation equations. 

The virtual mass terms in the momentum equations in Section 3.2.2.1 are defined by: 

tran

tran

1 2
0.5 for 0

1
k

3 2
0.5(1 ) for 1

+ α
α ≤ α < α − α


= 
 − α
 − α α ≤ α <

α

 (6.1-73) 

tran
c

v tran

for 0

for 1

ρ ≤ α < α
ρ = 

ρ α ≤ α <

�  (6.1-74) 

where αtran = 0.65, represents the transition to annular flow.  For horizontal flow, Equation 
(5.1-23) is used if it produces a lower value. 

The velocity of the dispersed phase is approximated by: 

d vv  = (1- )v  + vα α
�
 (6.1-75) 

The virtual mass is characterized by the velocity of the dispersed phase.  The velocity of 

the dispersed phase is vv for α approaching 0 and v� for α approaching 1.  It should be noted that 

the virtual mass term is only significant for bubbly flow.  Thus, the calculations are not sensitive 
to the definition of the velocity of the dispersed phase for larger values of the void fraction.  
Equation (6.1-74) is chosen as a simple formulation which has the right limits. 

The virtual mass term accounts for the fact that the relative velocity on which the 
interfacial force depends can vary with time.  The term is introduced on page 3-5.  It is 
represented in the simplified momentum expressions in Equations (3.1-10), (3.1-11), (3.1-30) 
and (3.1-31) by VMf .  It is correlated as indicated in Equation (3.2-9).  The expressions for k and 

ρc are in agreement with those recommended by Zuber[59]. 
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6.1.7.4 Applicability 

The applicability of the modifications to the interfacial shear is addressed through the 
assessment (Section 6.1.8).  Sub-cooled boiling is present in all the heated void fraction tests, 
and the applicability of the modification to Co is covered by this assessment. 

The CCFL correlation is based on data from prototypical full-scale BWR components[41] 
and thus the correlation is directly applicable to BWR locations such as upper tie plates and 
bundle inlet orifices.  Assessment of the CCFL correlation is covered in the TRACG 

Qualification LTR
[6], and an example is shown in Figure 6-3. 

The phenomenon of CCFL in the downcomer region (ECC bypass) is not of importance 
to BWRs because of the milder depressurization and large downcomer flow area.  The low-
pressure injection systems will be enabled after the reactor vessel has been depressurized.  There 
has been no evidence of any CCFL in the downcomer in any BWR LOCA test simulations.  For 
these reasons, the TRACG interfacial shear model has not been assessed against PWR ECC 
bypass data.  The empirical Kutateladze correlation discussed earlier is also used in the 
downcomer cells.  This correlation is used to limit the maximum down flow of liquid 
corresponding to the vapor up flow rate in the cell. 

Calculations performed using a Kutateladze constant of 3.2, i.e., 

gK K 3.2+ =
�

 (6.1-76) 

have confirmed that CCFL will not occur in the downcomer during a typical LOCA transient in a 
BWR, and that it is not necessary to develop accurate models for this phenomenon. The 
justification for using this correlation is provided below. 

Data related to ECC bypass have been collected at various test facilities as summarized in 
Reference [18].  These include the Creare 1/30, 1/15 and 1/5 scale facilities, BCL 1/15 and 2/15 
scale facilities, etc.  Data obtained from these facilities were correlated in the form of a Wallis[40] 
correlation: 

* *
gj m j C+ =

�
 (6.1-77) 

where 
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ρ − ρ ρ − ρ      

� �

�

� �

 (6.1-78) 

These data are bounded by using m=1 and C=0.38 in the above correlation, as shown in 
Figure 6-3.  Using a typical downcomer annulus hydraulic diameter of 0.985m, and at a pressure 
of 15 to 20 bar, the Wallis correlation above is equivalent to the Kutateladze correlation with a 
constant of 3.2.  Further comparison of this correlation with the UPTF data[61] is shown in Figure 
6-4.  The figure shows two best-fit correlations to the data, one for injection to Loop 1 only and 
the other for ECC injection to three loops.  The latter is more representative of injection into a 
BWR downcomer through several loops.  Use of the Wallis correlation with a constant of 0.38 
(corresponding to the Kutateladze correlation with a constant of 3.2) would be conservative at 
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the limiting conditions of high steam flow.  In the region where large down flow of liquid occurs, 
the correlation is non-conservative, but the effects are inconsequential. 

The virtual mass model has been used for all the assessment studies, and the range of 
applicability given by the assessment of the interfacial shear applies to the combined model. 

Figure 6-3. Comparison of CCFL Data
[60]
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Figure 6-4. Best-Fit of Dimensionless Steam and Delivery Rates for UPTF 

Cold Leg Injection Tests
[61]

 

 

6.1.8 Assessment and Applicability to BWR 

The interfacial shear model as described in the previous section has been extensively 
tested against void fraction data.  This assessment is documented in the TRACG Qualification 
LTR

[4],[5],[6]. 

This assessment covers a wide range of parameters typical of reactor applications: 
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 ]].  An example of this assessment is shown in Figure 6-5.  In large diameter pipes, the 
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Figure 6-5. Calculated Versus Measured Void Fraction for an 8x8 BWR 

Fuel Bundle, at 6.8 MPa 

 

When combining the assessment as reported in Reference [6] with the applicability and 
theoretical basis of the individual models, the following range of applicability can be defined: 
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In the assessment of the interfacial shear for sub-cooled boiling[6], the subcooling exceeds 
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gjv .  As gjv  for bubbly and droplet flow is determined based on first principle models for single 

particles in an infinite medium it is justifiable to apply these models for large hydraulic 
diameters.  It is more difficult to extrapolate the annular flow model to large hydraulic diameters; 
however, for large hydraulic diameters a large entrainment fraction will be calculated and, 
consequently, the interfacial shear model is applicable for large hydraulic diameters. 

Flow Regimes:  The assessment covers flow regimes identified in Section 5.0.  For 
LOCA applications, inverted annular flow may also exist.  This flow regime is not specifically 
modeled in TRACG; instead, it is treated as churn flow.  This is justifiable, as only a thin vapor 
film will exist at the wall and the major part of the vapor will be entrained into the bulk flow.  
This flow regime is primarily significant for the core region. 

Assessment against LOCA tests from the TLTA and FIST test facilities[6] has shown that 
the core pressure drop is well predicted.  Since the pressure drop during the re-flood phase of a 
LOCA is primarily dominated by static head, it is concluded that the core void fraction is 
adequately predicted. 

The required range of parameters for analysis of BWR transients and accidents is 
summarized by region inTable 6-1.  Given the above applicability range, the applicability of the 
interfacial shear model to the various BWR components can be summarized in Table 6-2. 
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Table 6-2.  Applicability of Interfacial Shear Models to BWR Regions 

Range of Conditions 
Region Flow Regimes Size (m) 

P (MPa) G (kg/m2-sec) Void 

Lower Plenum C CA/CE CA C C 

GT C C CA C C 

Core C C CA C C 

Bypass C C CA C C 

Upper Plenum C CA/CE CA C C 

Mixing Region C CA/CE CA C C 

Steam Dome C CA/CE CA C C 

Steam Line C CA CA C C 

Downcomer C CA CA C C 

Recirculation Loop C CA CA CA C 

Drywell C CE CA C C 

Wetwell Air Space C CE CA C C 

Suppression Pool CA CA/CE CA C C 

Main Vents CA/CE C CA/CE C C 

ESBWR Chimney C C CA C C 

Legend: 

C = Correlation database and separate effects tests cover range  

CA = Correlation supplemented by assessment covers range 

CE = Correlation supplemented by reasonable physical basis 

CA/CE = Assessed against geometrically scaled data 

CN = Correlation range limited but phenomenon not significant 

N/A = Correlation not applicable over range 
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6.2 Wall Friction and Form Losses 

6.2.1 Wall Friction 

6.2.1.1 Technical Basis and Assumptions 

The major assumption in the calculation of wall friction is that the friction factors based 
on steady-state data are applicable for transients.  Also, correlations for fully developed flow are 
utilized.  These assumptions are reasonable for BWR transients as long as passages being 
analyzed have L/D > 10.  This is generally true for BWR regions, except where large 3D cells 
are used.  The errors in the use of fully developed correlations could be larger in these regions.  
This is discussed later in the section. 

The field equations for conservation of momentum for the vapor and liquid phases 
contain terms resulting from the wall friction Equations (3.1-30) and (3.1-31).  These terms 
appear as ( )wv v wF / and F / 1αρ − α ρ

� �
, respectively.  As discussed in Section 6.1, the net force on 

the vapor phase due to wall friction is wFα ; thus, the term wv vF / αρ  reduces to w vF / ρ .  

Similarly, the term in the liquid momentum equation reduces to wF / ρ
�
.  Here, wF  is the total 

wall shear.  In this section, the basis for calculation of the wall shear wF  is described.  The total 

wall shear is calculated using a two-phase multiplier approach as: 

2
2

w o
h

f G
F

2D
= φ

ρ
�

�

�

, (6.2-1) 

where 2
oφ
�

 is the two-phase multiplier, and “f�” is the single-phase friction factor. 

6.2.1.2 Single-Phase Friction Factor 

The single-phase friction factor is calculated from a fit to the Moody curves given by 
Waggener[64]: 
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where: 

h
k

k

GD
Re =

µ
 (6.2-3) 

and k can be liquid (�) or vapor (v). 

The form of the single-phase friction factor is well established[64].  For laminar flow, the 
friction factor results from the exact solution for fully developed flow in circular pipes.  For 
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turbulent flow in smooth pipes, Blasius and McAdams proposed correlations that approximate 
the Prandtl - Von Karman - Nikuradse line over a wide range of Reynolds numbers.  In 1939, 
Colebrook extended the expression for turbulent flow in a smooth pipe to include roughness of 
the pipe wall in the so-called transition region between smooth pipe flow and flow for which f is 
constant.  Moody, in 1941, presented the Colebrook function in the well-known Moody diagram.  
An approximation to Colebrook’s function, which includes the effect of roughness, was proposed 
in 1947 by Moody as the above Equation (6.2-2). 

6.2.1.3 Two-Phase Multiplier 

The frictional pressure drop in two-phase flow is conventionally correlated by means of a 
two-phase multiplier, which relates the overall frictional pressure drop to a reference frictional 
pressure drop for an equivalent single-phase flow.  These models were originally motivated by 
the “separate cylinders” model for two-phase flow, which provided a rationale for the correlating 
parameters.  In the Lockhart-Martinelli model[62], the reference pressure gradient is that due to 
the liquid flowing alone in the total cross section; the Martinelli-Nelson correlation[63] considers 
a ‘liquid only’ pressure gradient resulting from a liquid flow equal to the total two-phase flow 
rate.  The two-phase multiplier is correlated in terms of the ratio of the pressure gradients for 
liquid and vapor flowing alone. 

TRACG employs a two-phase multiplier, 2
oφ
�

 , which is of the Martinelli-Nelson type.  

The two-phase frictional multiplier used in TRACG is based on a modification to the Chisholm 
correlation[65].  Following a traditional separated flow approach, Chisholm proposed a correlation 
of the form: 

2 2TP
o 2
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 (6.2-4) 

where X is the Lockhart-Martinelli parameter given by: 
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where: 

v

v

f

f

ρ
ς =

ρ
�

�

 (6.2-6) 

The correlation used in TRACG is of the form: 

[[ ]]  (6.2-7) 

where: 

[[  ]]  (6.2-8) 

The modifications to the Chisholm correlation are based on extensive comparisons to rod 
bundle pressure drop data[66] from BWR bundles with 7x7 and 8x8 lattices. 

6.2.1.4 Model As Coded 

The calculation of the wall friction is encoded as described by Equations (6.2-1), (6.2-2) 
and (6.2-7).  However, there are some limitations on specific variables that should be noted.  A 
minimum value of 10-5 is used for the hydraulic diameter whenever the input value is less than 
this minimum value for evaluating the Reynolds number.  A minimum value of the absolute 
value of the mass flux used in the Reynolds number is obtained by calculating the mass flux with 
a mixture velocity of 0.1 m/s.  In Equation (6.2-2), the friction factor is limited to a maximum 
value of 0.1.  When applying Equation (6.2-2) at low Reynolds numbers (< 1084), the maximum 
friction factor calculated by the two expressions is used to avoid a discontinuity between the two 
values; 1084 is the intercept for ε=0.  In calculating the flow quality used in Equation (6.2-7), a 
minimum value of 0.001 is used for the total mass flux to avoid discontinuities as G → 0.  These 
imposed lower limits do not adversely affect the application of TRACG.  They prevent division 
by zero for low flow where the frictional pressure drop is insignificant. 

The evaluation of the wall friction requires a combination of cell-edged and cell-centered 
quantities.  The cell-edged quantities of phase velocity, hydraulic diameter and surface roughness 
are used as is.  The mass fluxes are donor-celled based on the phase velocity.  The densities and 
viscosities are linearly interpolated based on the lengths of the adjacent cells as follows: 
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The wall friction from cell-center to cell-center is calculated assuming two pipe 
segments, each of a length equal to one half the cell length: 

 

 

For the left half-cell, the average mass flux is 
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and similarly for the right half-cell, the average mass flux is 
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For a pipe with constant cross section, i
i 1/ 2 i 1/ 2G G+ += , a linear interpolated mass flux based on 

the cell length is used for the calculation of the wall friction: 
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 (6.2-12) 

The wall friction is applied to one-dimensional and three-dimensional components in a 
consistent manner. 

6.2.1.5 Applicability 

The single-phase friction factor represented by the Moody diagram has a tolerance of 
±5% for values of Re from 4000 to 107, and for values of f up to 0.05.  Below 4000, the range of 
Reynolds numbers is covered by laminar flow and a transition region with a slightly higher 
uncertainty.  The uncertainty is of the order of 10% for non-smooth pipe data.  Data for non-
circular channels are also well predicted with the concept of the hydraulic diameter.  Data[67] for 
triangular channels fall about 3% under the Moody smooth line, and for square channels about 
10% under the Moody line for Reynolds numbers between 10,000 and 200,000. 

For two-phase flow, the majority of the comparisons with the modified Chisholm 
correlation have been made for rod bundle data.  It should be noted that the measured pressure 
drop will include both frictional and static head components for vertical flow.  Thus, it is 
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important to use a consistent set of void fraction and frictional pressure drop models in analyzing 
such data.  The void correlation used in the data reduction produces almost identical results as 
TRACG.  The pressure range for the comparisons was from [[  ]][66].  The 
mass flux range was from [[  ]], while the steam quality ranged from [[  

 ]].  For a total of [[  ]] points for the [[  ]] lattice, the mean error was 
[[  ]] with a standard deviation of [[  ]].  For the [[  ]] data, [[  ]] 
points of comparison yielded a mean error of [[  ]] with a standard deviation of 
[[  ]].  Over this range of pressure, the prediction error was fairly uniform, with the 
lowest standard deviation at the lowest pressure. 

Idsinga, Todreas and Bowring[68] tested 18 two-phase friction pressure drop models and 
correlations against 2200 experimental steam-water pressure drop measurements under adiabatic 
conditions and 1230 in diabatic flow conditions.  The data represented several geometries and 
had the following property ranges: 

Pressure: 1.7 - 10.3 MPa 

Mass flux: 270 - 4340 kg/m2/s 

Quality: Sub-cooled to 100% 

Hydraulic diameter: 2.3 - 33 mm 

The Chisholm correlation was among those tested.  The authors concluded that the 
correlation performed better for low-pressure data (1.7 - 6.2 MPa) than for the high-pressure data 
(6.2 - 10.3 MPa).  While these conclusions are not directly applicable to the modified Chisholm 
correlation, it is reasonable to assume that its application at lower pressures will not lead to large 
errors. 

Applicability to Containment Volumes 

The correlations are applicable to containment flow paths such as Passive Containment 
Cooling Condensers (PCC) piping, headers and tubes, and the main vents which are adequately 
represented by pipes.  The range of applicability is as quoted earlier.  These are the flow paths of 
importance in the containment. Frictional pressure drops in the large open areas of the drywell 
and wetwell are small after the initial blowdown.  However, they do determine the global flow 
patterns and natural circulation flows in these regions.  The application of the friction factors and 
two-phase multipliers, which are based on fully developed flows in pipes, will have larger 
margin for error for large 3-D cells.   

The containment is nodalized such that at least one surface of each cell is in contact with 
a wall.  For cells which have a wall on both sides, the flow is similar to one-dimensional duct 
flow and the pressure drop correlations in conjunction with the hydraulic diameter concept will 
be applicable with the same degree of accuracy.  Two possible situations where the wall is in 
contact with one side of the cell are shown in Figure 6-6 below.  Scene (a) on the left side of 
Figure 6-6 shows a situation with a dominant flow through the duct formed by the two adjacent 
cells.  Here, the free stream velocity is similar in the two cells, and an appropriate hydraulic 
diameter is closer to D1+D2 for both cells.  Scene (b) on the right side of Figure 6-6 depicts the 
other situation where there is a circulating flow pattern, with the average velocities in the 
opposite directions in the two cells.  Here the actual velocity at the cell interface will be small, 
and the velocity profile in each cell is closer to that in a duct with an intermediate wall.  The 
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appropriate hydraulic diameter is then D1 for the left cell and D2 for the right cell.  Assuming 
cells of approximately equal size, these two different flow patterns result in a possible error of a 
factor of 2 in the hydraulic diameter and Reynolds number used in the friction factor 
calculations.  In the turbulent flow regime, f ~ Re-0.2.  Thus, the possible error in the friction 
factor is of the order of 13%. 

It should be noted that the friction factors are used in the same way in TRACG as in other 
codes such as GOTHIC[69], which are specifically meant for containment analysis, and have been 
extensively qualified for these applications. 
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Figure 6-6. Velocity Profiles in 3-D Cells 

 

6.2.2 Form Losses at Abrupt Expansions and Contractions 

6.2.2.1 Technical Basis and Assumptions 

The basic assumption underlying the formulation of local form losses at abrupt 
expansions and contractions is that the transient flow process can be approximated as a quasi-
steady flow process that is instantaneously satisfied by the upstream and downstream conditions 
(i.e., transient inertia, mass and energy storage are neglected at abrupt area changes).  However, 
the upstream and downstream flows are treated as fully transient flows. 

The quasi-steady approach can be justified on the grounds that available loss correlations 
are based on data taken during steady processes, but transient investigations[70] have verified the 
adequacy of the assumption.  The volume of fluid and associated mass, energy and inertia at 
points of abrupt area change is generally small compared with the volume of upstream and 
downstream fluid regions.  These transient effects are approximated by lumping them into the 
upstream and downstream volumes.  In general, the quasi-steady approach is consistent with 
modeling of other important phenomena in transient codes (i.e., heat transfer, pumps and valves). 
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6.2.2.2 Single-Phase Flows 

In steady, incompressible flow, losses at an area change are modeled by the inclusion of 
an appropriate dynamic head loss term, hL, in the one-dimensional modified Bernoulli equation: 

( ) ( )2 2

1 2 Lv / 2 P / v / 2 P / h+ ρ = + ρ +  (6.2-13) 

2
Lh Cv / 2=  (6.2-14) 

The particular form of the dynamic head loss is obtained by employing the Bourda-
Carnot[71] assumption for calculating losses associated with the expansion part of the flow 
process.  For a contraction, the loss corresponds to an expansion from the vena contracta. 
TRACG does not compute these local loss coefficients.  The loss coefficient C is input by the 
user based on the geometry of the flow.  In the absence of an input loss, TRACG will calculate 
the reversible pressure change given by the Bernoulli equation.  (TRACG does estimate these 
losses, but this is only used as an input check.) 

6.2.2.3 Two-Phase Flows 

The flow through an abrupt area change can be visualized by considering each phase to 
be flowing in a phasic stream tube.  The velocities and volume fractions are calculated from the 
transient flow equations in the upstream and downstream regions.  Within the area change 
region, the phases are coupled through the interphase drag and a common pressure gradient.  The 
gradient in relative velocity can be large at points of abrupt area changes.  Since each phase is 
governed by a modified Bernoulli type of equation, it is reasonable to assume that losses 
associated with changes in phasic flow area can be modeled by separate dynamic pressure loss 
terms for both the liquid and gas phases.  However, the interfacial drag effects are important at 
abrupt area changes.  These will affect the local slip between the phases and the effective phasic 
areas.  [[  

 
 

]]  (6.2-15) 

[[  

]]  (6.2-16) 

This pressure drop is apportioned to each phase in proportion to the volume fraction of the phase.  
The [[  ]] is used to partition the form losses applied between the two 
cell centers.  The [[  ]] is also used to partition the wall friction between 
the phases as indicated in Section 6.2.1.1.  The single-phase loss coefficient C must be input by 
the user.  In the absence of an input loss, TRACG will calculate a ‘reversible’ pressure change 
consistent with the momentum equations. 
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6.2.2.4 Model as Coded 

The calculation of the singular losses is encoded as described by Equations (6.2-15) and 
(6.2-16).  A minimum value of the mass flux used in Equation (6.2-15) is obtained by calculating 
the mass flux with a mixture velocity of 0.1.  This imposed lower limit should not adversely 
affect the intended application of TRACG. 

The single-phase loss coefficient is input separately for forward and reverse flow 
directions.  The sign of the total mass flux will determine which loss coefficient is applied: 

forward i+1/2

i+1/2 i+1/2 reverse i+1/2 forward i+1/2

reverse i+1/2

C ,G' 1.0

C = 0.5[(1- G' )C  +(1+ G' )C ] ,-1.0 G' 1.0

C ,G' -1.0

≥


< <
 <

 (6.2-17) 

where G' is based on the volumetric fluxes normalized to a Kutateladze number (i.e., an 
interpolation is performed for mass fluxes where counter-current flow is possible).  The frictional 
pressure drop is generally insignificant for counter-current flow. 

6.2.2.5 Applicability 

The model used in TRACG has been extensively tested for pressure drop across spacers 
and bundle upper tie plates.  The range of conditions is similar to that for the frictional pressure 
drop data.  This data covered a pressure range from [[  ]], mass flux range 
from [[  ]], and a steam quality to [[  ]].  For typical grid spacers, 
the standard deviation of the error in the prediction of the two-phase multiplier was about 
[[  ]][74].  For typical upper tie-plates[75], the standard deviation of the prediction error in 
pressure drop was [[  ]] and ranged from [[  ]] over the pressure 
range of [[  ]]. 

Husain, Choe and Weisman[72] have made extensive comparisons of pressure drop across 
abrupt area changes with separated flow and homogeneous flow models.  They quote the 
following statistics: 

For Abrupt Expansions: 

Mass Flux Homogeneous Model Slip Flow 

(kg/m2-s) Mean Error σ  Mean Error σ  

<680 0.60 0.94 -0.02 0.64 

<1360 0.49 0.82 -0.03 0.54 

>1360 0.05 0.11 -0.08 0.09 

>2720 0.10 0.06 -0.00 0.08 

All 0.42 0.77 -0.04 0.49 
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For Abrupt Contractions: 

Mass Flux Homogeneous Model Slip Flow 

(kg/m2-s) Mean Error σ  Mean Error σ  

<680 -0.075 0.30 -0.09 0.28 

<1360 -0.16 0.09 -0.17 0.12 

> 2040 -0.05 0.01 -0.17 0.02 

>2720 -0.05 0.00 -0.16 0.00 

All 0.03 0.27 -0.00 0.25 

The error statistics in the tables above are expressed as fractions of the mean value.  A 
comparison of the two tables reveals that the homogeneous flow model works well for 
contractions, but not as well for expansions.  The statistics do not apply to the TRACG model, 
which uses the homogeneous multiplier only for the irreversible pressure drop; but they indicate 
the likely errors in its application to expansions, which are in the acceptable range. 

Applicability to Containment Volumes 

The formulations for form losses at abrupt expansions and contractions are applicable to 
pipe geometries in the containment such as the PCC inlet piping, headers and tubes, and the vent 
pipes and horizontal vents.  These involve inlet and exit losses and losses at bends in the piping.  
Form losses are not as important in the large three-dimensional cells, where large changes in area 
are not common. The same formulation is applied in these regions. 

6.2.3 Assessment and Applicability to BWR 

The models for wall friction and form losses have been assessed against experimental 
data and other correlations.  Extensive sets of comparisons have been performed against pressure 
drop data over the active, heated length of rod bundles.  These comparisons were made at the 
BWR operating pressure of 6.9 MPa and a range of mass fluxes from [[  ]].  
The data were obtained over a length of 4m and included seven spacers distributed over the 
heated length.  For an advanced BWR fuel design[73], the mean and standard deviation of the 
calculated minus measured bundle pressure drop were [[  ]], 
respectively.  For reference, the absolute value of the pressure drop ranged from [[  

 ]].  For an 8x8 bundle, the corresponding mean error and standard deviation were [[  
 ]][66]. 

Reactor data at natural circulation for the Hatch 2 and LaSalle 2 plants have been 
analyzed with TRACG.  The two comparisons are shown in Reference [6].  Flow rate through 
the core is predicted accurately in all these cases, indicative of the adequacy of the wall friction 
correlation for a wide range of geometries. 

For conditions typical of a LOCA, there are numerous comparisons against integral 
system data that bear out the adequacy of the wall friction correlations.  Comparisons have been 
made with LOCA simulations in TLTA, FIST and GIST.  The results are shown in Sections 5.1, 
5.2, and 5.3 of Reference [6].  Flow rates through the core and bypass regions are predicted 
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accurately in all these cases.  This demonstrates adequacy of the wall friction correlation over a 
wide range of pressures and qualities. 

Applicability for BWR applications is summarized by a comparison against the table of 
desired ranges for various reactor regions (Table 6-1).  

Flow Regimes:  The range of test data covers all relevant flow regimes, ranging from 
single-phase liquid to single-phase vapor.  Qualities as high as [[  ]] (void fractions greater 
than [[  ]]) are included in the database.  The only exception is the inverted annular flow 
regime in low flow film boiling, where the frictional pressure drop is secondary to the density 
head.  Flow regimes representative of bubbly flow in large pools (lower plenum, suppression 
pool) are not as well covered, but the frictional pressure drop is very small in these regimes. 

Hydraulic Diameter:  The correlations are valid for the desired range of hydraulic 
diameter for pipe flows.  For containment volumes, the correlations are valid with the use of the 
equivalent hydraulic diameter concept, but with larger uncertainty (by about [[  ]]). 

Mass Flux/Reynolds Number:  The friction factor correlation is applicable from laminar 
flow to highly turbulent flows ([[   ]]).  Two-phase pressure drop data encompass the 
required range of mass flux. 

Pressure:  The correlation for the two-phase multiplier is based primarily on data at 
pressures greater than [[  ]], though a similar correlation has been tested against data 
down to [[  ]].  Other low-pressure assessment includes that for the horizontal vent 
and LOCA tests mentioned above. 

Void Fraction:  This is covered by the flow regime and quality ranges discussed above.   

It should be noted that the frictional pressure drop in the core is the dominant pressure 
drop in the BWR.  Pressure drop in the separators is discussed later in Section 7.7.  Frictional 
pressure drop is negligible in the upper plenum and downcomer.  In the core bypass region, the 
leakage flow is controlled by the resistance of the leakage paths as described in Section 7.5.1. 

Based on the above evaluation, Table 6-3 has been constructed to summarize how the 
requirements for the pressure drop models in TRACG are satisfied.  The pressure drop in all the 
important reactor vessel and containment regions is adequately predicted. 
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Table 6-3.  Applicability of Pressure Drop Models to BWR Regions 

Range of Conditions 
Region 

Flow 

Regimes 
Size (m) 

P (MPa) G (kg/m2-s) Void Reynolds No. 

Lower Plenum C CN CA C C C 

GT C C CA C C C 

Core C C CA C C C 

Bypass C C CA C C C 

Upper Plenum C CN CA C C C 

Mixing Region C CN CA C C C 

Steam Dome C CN CA C C C 

Steam Line C C CA C C C 

Downcomer C CN CA C C C 

Recirculation 
Loop 

C C CA C C C 

Drywell C CE CA C C C 

Wetwell Air 
Space 

C CE CA C C C 

Suppression Pool CN CN CA C C C 

Main Vents CA C CA C C C 

ESBWR 
Chimney 

C C CA C C C 

Legend: 

C = Correlation database and separate effects tests cover range 

CA = Correlation supplemented by assessment covers range 

CE = Correlation supplemented by reasonable physical basis 

CA/CE = Assessed against geometrically scaled data 

CN = Correlation range limited but phenomenon not significant 

N/A = Correlation not applicable over range 
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6.3 Critical Flow 

This section details the equilibrium critical flow model employed in the TRACG 
computer code.  The critical flow model used in TRACG is applicable for a coarse-mesh 
nodalization and is based on a semi-empirical approximation of the choking criteria derived from 
the general one-dimensional, two-phase fluid field equations.  The critical flow model also 
allows for the simulation of choking when noncondensable gases are present.  The principal 
motivation for using a choked flow limitation model was to improve code efficiency and run 
times.  In the past, it was found that modeling choked flow using the finite-difference 
approximation to the basic conservation equations required extremely fine cell nodalization in 
the vicinity of the break plane.  As a consequence, simulating break transients generally led to 
prohibitively costly calculations.  The choked flow model was developed in several stages by a 
number of individuals as indicated by the progression in References [76], [77], [78], and [79]. 

The remainder of this section is organized as follows.  Section 6.3.1 documents the 
technical basis and assumptions used to formulate the choking criteria in TRACG.  Section 6.3.2 
documents the general methodology and implementation details for calculating the 
thermodynamic properties at the choke plane.  Sections 6.3.3.1, 6.3.3.2, and 6.3.3.3 document 
the two-phase/two-component, single-phase/two-component vapor, and single-phase liquid flow 
models, respectively.  Section 6.3.4 documents the closure relations needed to calculate the 
choke plane phasic velocities.  Section 6.3.5 discusses the applicability of the TRACG choking 
model. 

6.3.1 Technical Basis and Assumptions 

Choking occurs when the mass flow in a pipe becomes independent of the downstream 
conditions.  Therefore, a further reduction in the downstream pressure will not change the mass 
flow rate.  The reason choking occurs is that acoustic signals can no longer propagate upstream 
to affect the properties that determine the mass flow rate at the choke plane.  The choking model 
employs a flow-limiting scheme that uses a linear function of the cell junction phasic velocities 
and compares this expression to the calculated local sonic velocity for the junction.  If this linear 
function exceeds the local sound speed, the choking model is employed to limit flow at that 
particular junction.  The quantitative details of how this is done will be identified later in this 
section.  The choking model used in TRACG is similar to that used in TRAC-BF1/MOD1[97], 
which is based on the RELAP5/MOD1 model originally developed by Ransom and Trapp (see 
References [80], [81], [82], and [83]). 

Originally, the TRACG choking model was based on a characteristic analysis of the 
partial differential equations governing the flow response.  However, it has been found 
empirically that a much-simplified criterion relating the throat Homogenous Equilibrium Mixture 
(HEM) sonic velocity and throat phasic velocities, void fractions, and densities may be used in 
place of the detailed theoretical expression and still yield good code/data comparisons.  The 
simplified criterion that indicates choked flow is: 

HE

v v v

v v

a
α ρ ν + α ρ ν

≥
α ρ + α ρ
� � �

� �

 (6.3-1) 

The choking model consists of five different regimes, identified in Table 6-4.  These 
regimes are based on cell-centered void conditions immediately upstream of the choke plane.  
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Each of these regimes is simulated in the TRACG.  In each case, the method used to calculate the 
homogeneous sound speed aHE is slightly different.  The presence of noncondensable gases 
introduces an additional degree of complexity in the approximation of aHE.  The presence of 
noncondensable gases is accounted for in all of the break flow regimes with one exception.  
Noncondensable gases at the break choke plane are ignored for the low void regime (Table 6-4) 
when the Alamgir-Jones-Lienhard (AJL) correlation is used.  In the sub-cooled blow-down 
regime, the effects of noncondensables on the local sonic speed are assumed to be small and are 
therefore ignored. 

6.3.2 Implementation Details 

This section summarizes how the choking model is implemented in TRACG.  The 
choking model is implemented in only one-dimensional components.  The critical flow model is 
called by the subroutine TF1DE, which is the subroutine to solve the governing equations for 
one-dimensional TRACG components.  TF1DE passes donor cell parameters based on new-time 
velocities to CHOKE.  Table 6-5 and Table 6-6 summarize the principal variables passed to 
CHOKE and the calculated output variables.  The alphanumeric identifiers in Table 6-5 and 
Table 6-6 should not be necessarily interpreted as subroutine call arguments.  After CHOKE has 
been entered, control is passed to a particular model, depending on the void conditions defined in 
Table 6-4.  Each model that is invoked follows the same computational sequence: 

1. The throat pressure and temperature conditions are calculated.  The subroutine THERMO is 
called to calculate additional thermodynamic properties at the throat conditions. 

2. The throat sonic speed is calculated and the choking criteria evaluated to determine if the 
flow is choked.   

3. If the flow is not choked, control is returned to TF1DE. 

4. If choking criteria are met, new-time throat velocities and derivatives are recalculated.  To 
calculate the derivatives, the throat pressure is perturbed by 1% and a second pass is made to 
calculate the liquid and vapor velocities.  The choked derivatives are calculated by dividing 
the change in the choked velocity calculated between passes by the pressure perturbation. 

5. Control is returned to TF1DE with the new calculated junction phasic velocities and 
derivatives. 

6. The following sections detail how CHOKE calculates the throat conditions, the details of 
particular models that are invoked, and how they are implemented in the code. 
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Table 6-4.  Equilibrium Critical Flow Regimes 

Void Fraction Regime Correlation 

α ≤ 0.01 liquid Alamgir-Jones-Lienhard 

0.01 < α < 0.1 transition Interpolate between liquid and two-phase 

0.1 < α < 0.95 two-phase Homogeneous equilibrium sound speed 

0.95 < α < 1.0 transition Interpolate between two-phase and gas only 

1.0 gas only HEM with adiabatic gas approximation 

6.3.2.1 Methodology for the Calculation of Choke Plane Thermodynamic Properties 

This section details the principal method used to calculate choke plane thermodynamic 
properties and how this method is implemented in the TRACG code.  In order to calculate aHE, 
the cell break plane conditions must first be approximated.  In the TRACG finite-differencing 
scheme, fluid properties are calculated as cell-centered quantities.  As a consequence, 
approximation techniques must be employed to estimate gradients in fluid conditions between 
the cell center and cell edge choke plane.  In TRACG, a half-cell momentum (Figure 6-7) 
balance approximation is used to estimate the junction pressure.  It is assumed that the area 
change from the cell center to the cell face is not too abrupt.  Hence, form loss effects are not 
accounted for in the approximation.  The throat pressure is evaluated using Bernoulli’s theorem, 
and accounting for the wall friction in the half-cell: 

( )
2

2mt mt
t c mc vc vc c c mc

H

v 1 L
P P f v

2 2 D

 ρ
= − + ρ − α ρ + α ρ 

 
� �

 (6.3-2) 

where the subscripts t and c designate cell throat and center locations.  The subscript m 
designates mixture conditions.  The parameters Vmc, Vmt, ρmc, and ρmt are mixture velocities 
and densities at the cell center and throat, respectively (Figure 6-7).  The parameter f is friction 
factor.  The L and DH parameters are the upstream cell half length and throat hydraulic diameter, 
respectively. 

The Bernoulli equation, Equation (6.3-2), was evaluated by assuming that the mixture 
velocities rather than the phasic velocities are sufficient to calculate throat properties.  The 
mixture densities and velocities in Equation (6.3-2) are defined in Equations (6.3-3) to (6.3-8).  
The details for each type of flow are provided in Sections 6.3.3.1, 6.3.3.2, and 6.3.3.3. 
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Table 6-5.  Input Call Parameters to CHOKE Subroutine 

Variable Parameter 

DXC Donor cell length 

HD Hydraulic diameter 

WFL Wall friction factor, liquid 

WFV Wall friction factor, vapor 

ALP Donor cell void fraction 

PC Donor cell upstream pressure 

PD Donor cell downstream pressure 

RL Donor cell density, liquid 

RV Donor cell density, vapor 

SIGMA Donor cell surface tension 

TL Donor cell temperature, liquid 

TV Donor cell temperature, vapor 

VMC Donor cell mixture velocity 

VMO Old-time mixture velocity 

VL Throat junction velocity, liquid 

VV Throat junction velocity, vapor 

DFLDP Derivative of VL with respect to pressure 

DFVDP Derivative of VV with respect to pressure 

ICHOKE Choking flag 

ROAX Donor cell total noncondensable density 

IEOS Gaseous phase equation-of-state flag 

AVMO Old-time HE sonic velocity 
 

Table 6-6.  Outputs from Subroutine CHOKE 

Variable Parameter 

VL Throat liquid velocity 

VV Throat vapor velocity 

DFLDP Derivative of VL with respect to pressure 

DFVDP Derivative of VV with respect to pressure 

ICHOKE Choking status flag 
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Figure 6-7. Choking Cell Configuration 

 

Because of inherent limitations in the TRACG finite-difference solution scheme, 
additional approximations have been made to evaluate Vmc, Vmt and ρmt.  In particular, the 
finite-difference scheme solves the field equations so that the phasic velocities are calculated 
only at cell edges.  Cell-donored quantities, including the pressure, phase densities, temperatures 
and void fractions, are calculated only as cell-centered parameters.  The mixture densities and 
velocities in Equation (6.3-2) are calculated as follows: 

mc vc vc c cρ = α ρ + α ρ
� �

 (6.3-3) 

* vc vc vt c c t
mt

vc vc c c

v v
v

α ρ + α ρ
=

α ρ + α ρ
� � �

� �

 (6.3-4) 

*
mt

mt
vena

v
v

c
=  (6.3-5) 

The throat area is the minimum of the actual throat area and a vena contracta in the 
throat.  The loss coefficient in the throat is related to the vena contracta through the following 
approximation: 

vena
t

loss
d d

1
c

A
c

Vol / x

=

+
∆

 (6.3-6) 

This is equivalent to basing the loss coefficient on an abrupt expansion from At cvena to 

the downstream area Vold/∆xd.  The vena contracta is limited to a minimum value of 0.75. 

THROAT

Vmu Vmc Vmt

Pc
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* t
mc mt

c c

A
v v

Vol / x
=

∆
 (6.3-7) 

The cell edge velocities, cell-centered densities and void fractions are quantities 
calculated at the previous computational time step that are passed to the CHOKE subroutine.  
The quantities from Equations (6.3-3) through (6.3-7) are calculated and used to evaluate 
Equation (6.3-2).  The density ratio ρmt/ρmc is calculated at the previous time step, with ρmt, 
being estimated using CHOKE.  The expression for the throat mixture velocity Vmt is a logical 
consequence of the code finite-differencing scheme.  The approximation for Vmt is done by 

equating the mass fluxes with cell and throat-donored densities so that ρmc *
mtV  = ρmtVmt.  The 

mixture velocity *
mtV  is the effective velocity weighted with the cell-centered mixture density, 

whereas Vmt is weighted with the throat mixture density.  Use of Vmt improves the accuracy of 
the throat pressure Pt calculation when compressibility effects are important. 

The expression used to approximate the cell-centered mixture velocity Vmc is based on 
the assumption (Figure 6-7) that the flow area at the cell center upstream of the choke plane is 
given by Vol/∆x.  By assuming constant volumetric flow, we have the following relationship 
between the cell-centered and upstream mixture velocities: 

Ac vmc = At 
*
mtv  (6.3-8) 

where 

c
c

c

Vol
A

x
=

∆
 (6.3-9) 

Equation (6.3-9) is substituted into Equation (6.3-8) and the result is rearranged to get 
Equation (6.3-7). 

Once Pt has been calculated at the choke plane, the phasic temperatures at this location 
are calculated using assumptions dependent on the break upstream void fraction conditions and 
whether noncondensables are present.  The choking model assumes that the throat void fraction 
is equal to the calculated void fraction of the cell immediately upstream of the choke plane.  
Once the phasic temperatures and throat pressure have been calculated at the break plane, they 
are used to evaluate the remaining thermodynamic properties needed to calculate the sonic speed.  
Once aHE is calculated, the appropriate tests for choking using Equation (6.3-1) are performed. 

Table 6-7 summarizes the assumptions used to calculate the key throat parameters 
(pressure and phasic temperatures) and the associated sonic models used in the code.  This table 
also makes reference to the presence of noncondensable gases, which will be discussed in later 
sections.  Additional details of the assumptions used to calculate the break plane thermodynamic 
conditions and corresponding sonic velocity for different types of flow are presented in the 
following sections. 
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6.3.3 Calculation of Local Sonic Velocity 

6.3.3.1 Two-Component/Two-Phase Flow 

The two-component/two-phase (TCTP) HEM critical flow model used in TRACG was 
developed primarily by Phillips[78] with extensions and modifications attributed to Ransom[82].  
This model is based exclusively on theoretical grounds and employs several simplifying 
assumptions to enable one to derive an expression for the equilibrium sonic mixture velocity.  
This section will deal with several variations of the TCTP model employed in the TRACG code.  
The variations include the following: 

Noncondensables/water mixture for vα  ≤ 0.01. 

Steam/water mixture for vα  ≤ 0.01. 

General TCTP model with steam/water/noncondensables mixture applied to void fraction 
regimes: 

� 0.01 ≤ vα  ≤ 0.1 

� 0.1 ≤ vα  ≤ 0.95 

� 0.95 ≤ vα  ≤ 1.0 

Noncondensables /steam mixture formulation covers void regime vα ≥ 0.9999. 
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Table 6-7.  Summary of TRACG Choking Correlations and Throat Conditions 

Void 

Fraction 

Range 

Two-Phase 

Liquid Steam 

Throat 

Conditions 

Two-Phase 

Two-

Component 

Throat 

Conditions 

Water With 

Noncondensable 

Throat 

Conditions 

Steam With or 

Without 

Noncondensable 

Throat 

Conditions 

Sonic Velocity 

Correlation 

Case 1 

αv ≤ 0.01 

PT = SATPRS (T�c) 

T� = TSAT (PT) 

Tg = T� 

Noncondensable 
gas effects 
ignored; 

throat conditions 
same as left box. 

Noncondensable 
gas effects 
ignored; 

throat conditions 
same as left box. 

N/A 
Use maximum of AJL and 
HEM correlation.  See 
Section 6.3.3.3. 

Case 2 

0.01 ≤ αv ≤ 
0.1 

Throat conditions 
based on 
information in box 
above or box 
below. 

Throat conditions 
based on 
information in 
box above or box 
below. 

Throat conditions 
based on 
information in 
box above or box 
below. 

N/A 
Interpolate with cubic 
spline between cases 1 
and 3. 

Case 3 

 

0.1 ≤ αv  
≤ 0.95 

PT calculated from 
Bernoulli equation; 
 
Tg = TSAT(PT) 

Tg = T� 

 
 
 
Assume 

vd

dP

α
 ≠ 0 

PT calculated 
from Bernoulli 
equation; 
equilibrium throat 
temperature TEQ 
calculated with 
Taylor series 
approximation  

TEQ=T�=TNC=Tg 

Assume 

vd

dP

α
 ≠ 0 

PT calculated 
from Bernoulli 
equation; 
liquid throat 
temperature set 
equal to cell 
center liquid 
temperature 

TNC = T� 
Assume 

ad

dP

α
 = 0 

N/A HEM sonic velocity model. 

Case 4 

0.95 < αv < 
1.0 

Throat conditions 
based on 
information in box 
above or box 
below. 

Throat conditions 
based on 
information in 
box above or box 
below. 

Throat conditions 
based on 
information in 
box above or box 
below. 

N/A 
Interpolate between cases 3 
and 5. 

Case 5 

 

αv = 1.0 
N/A N/A N/A 

For perfect gas PT 

and Tv are 
calculated from 
adiabatic law  

Tv = Ta. 
For HEM case, PT 
has same value 
but, 
Tv=Ta=TSAT(PT) 

v

v

HEM model

d
with 0,

dPMax
HEM model

d
with 0,

dP

 
 α =
 
 
 

α 
≠  
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The general expression for the local HEM sonic velocity is: 

1/ 2

S
HE

P
a

 ∂
=  

∂ρ 
 (6.3-10) 

where the subscript S corresponds to constant entropy of the derivative P with respect to ρ.  In 
order to derive a tractable expression for aHE in terms of thermodynamic quantities and 
derivatives, a number of simplifying assumptions have been made: 

1. Each fluid component is in thermal equilibrium with itself, i.e., there are no temperature 
gradients. 

2. The flow process is isentropic.  Non-equilibrium interfacial heat and mass transfer are not 
directly considered. 

3. Noncondensable gases occupy the same volume as the steam and they obey the Gibbs-
Dalton law of partial pressures. 

4. The noncondensable gases are chemically and mechanically inert, i.e., they do not 
dissolve into or evolve from the liquid, or form new compounds with water molecules. 

5. The noncondensable gases are ideal gases. 

6. Multi-dimensional and turbulence effects are not considered. 

7. The fluid is homogenous.  Stratification and/or other flow-map-dependent phenomena 
that could affect the sonic velocity are precluded.  For critical flow, the velocities are so 
large that stratification will not occur. 

The above assumptions, with some exceptions, also apply to the critical flow models 
documented in Sections 6.3.3.2 and 6.3.3.3.  With regard to assumptions 1 and 2, TRACG 
assumes a mixture equilibrium temperature at the choke plane that is calculated according to 
which break flow regime (Table 6-7) is considered.  Under certain circumstances, the 
equilibrium assumption may break down[76],[77],[78].  In particular, for break assemblies of very 
short length, non-equilibrium transport behavior may be important.  This occurs when the liquid 
and vapor phase at the choke plane have not had adequate time to relax to thermal equilibrium.  
However, it was judged that, in most cases, the equilibrium assumption is reasonable except in 
the low liquid void regime (Table 6-4).  Modifications to assumption 2 under these 
circumstances are detailed in Section 6.3.3.3. 

With respect to assumptions 3 through 5, the class of problems is confined to situations 
where noncondensable gases cannot interact with the liquid-steam mixture.  This may not 
produce accurate results for certain classes of problems where significant quantities of dissolved 
gases are hypothesized to come out of solution as the liquid decompresses at the choke plane[84].  
Assumption 6 may require code input adjustments to account for break flow geometry effects.  
The effects of break geometry near the choke plane are discussed by a number a authors (see 
References [84] through [91]).  In general, the use of a one-dimensional critical flow model 
approximation requires that a discharge coefficient be employed to account for two- or three-
dimensional geometry effects[85].  Since there is a wide range of possible break flow geometries, 
there is no particular universal discharge coefficient that is applicable to all situations. 
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Using the formulations detailed in APPENDIX D and APPENDIX E, the following 
equations show how the HEM sonic speed is derived for either a steam-liquid or 
noncondensable-steam-liquid mixture.  The general form of the isentropic derivative for the 
reciprocal of the sonic velocity squared is: 

( )2 a s v
HE v v a s

S SS S S

a
P P P P P

− ∂ρ ∂ρ ∂α∂ρ∂ρ        
= = α + α + α − ρ + ρ − ρ        

∂ ∂ ∂ ∂ ∂        
�

� �
 (6.3-11) 

In the liquid/noncondensable regime, v

SP

∂α 
 

∂ 
 = 0, so that Equation (6.3-11) reduces to: 

1/ 2

a s
HE v v

SS S

a
P P P

−
 ∂ρ ∂ρ ∂ρ     

= α + α + α     
∂ ∂ ∂     

�

�
 (6.3-12) 

The individual isentropic derivatives in Equation (6.3-12) are given by the general 
formula for a pure substance derived in APPENDIX D as: 

2

P

2S T
2

P P

T
T

P P e P
T T

∂ρ 
 

∂ρ ∂ρ ∂     
= −   

∂ ∂  ∂ ∂ρ       
ρ −    ∂ ρ ∂    

 (6.3-13) 

where the state variables, such as ρ, are for the liquid or noncondensable .  In the case where we 
are modeling a single-phase vapor/noncondensable mixture (αv ≈ 1), Equation (6.3-12) becomes: 

1/ 2

a s
HE

S S

a
P P

−
 ∂ρ ∂ρ   

= +    
∂ ∂    

 (6.3-14) 

where the individual isentropic derivatives are again evaluated using Equation (6.3-13) and the 
appropriate values for ρ and e. 

In situations where the steam/liquid phases coexist, the general expression for the 
homogenous sound speed can be expanded using Equation (6.3-11).  In this situation, the 

isentropic derivative v

S

0
P

∂α 
≠ 

∂ 
; and we have a significantly more complex expression.  The 

expansion of the individual isentropic derivatives into algebraic expressions containing non-
isentropic derivatives is somewhat long and is detailed in APPENDIX E.  In the limit where the 
noncondensable gas density becomes zero, Equation (6.3-11) can be expressed as: 

1/ 21/ 2

HE
S g

a
P

−−  ∂ρ ρ 
= = Ω    ∂ ρ ρ   �

 (6.3-15) 

where 
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s
v s

SSP P

∂ρ ∂ρ   
Ω = α ρ + α ρ − Λ  

∂ ∂  
�

� �
 (6.3-16) 

s s
v g

SSs

S S
.

S S P P

 ρ − ρ ∂ ∂   
Λ = α ρ + α ρ   

− ∂ ∂   

� �

� �

�

 (6.3-17) 

Prior to calculating the value of the sonic velocity, the throat thermodynamic conditions 
must be evaluated.  The general outline for calculating the throat pressure was given in Section 
6.3.2.1, using Equation (6.3-2).  This section describes further details as to how the throat 
temperature and partial pressures are calculated.  The methodology used depends on the 
particular break flow regime.  This section considers cases 1 through 3 in Table 6-7.  Case 4 is 
documented separately in Section 6.3.3.2.  Table 6-7 summarizes how the throat conditions are 
calculated for Cases 1 through 4. 

Relative to the steam-water case, Pt is calculated with Equation (6.3-2).  The throat 

temperature of the liquid is assumed to be the upstream cell-centered liquid temperature (T�c).  

The noncondensable gas throat temperature is set equal to the liquid temperature.  In the situation 
where there is a steam-liquid mixture at the cell center upstream of the break plane, Equation 
(6.3-2) is again used; and the steam-liquid mixture is assumed to be in equilibrium with the 
throat steam and liquid temperatures set equal to the saturation temperature at the throat pressure, 
Pt. 

For the steam-liquid-noncondensable situation, the total throat pressure Pt is again 
calculated with Equation (6.3-2).  However, the effect due to partial pressure complicates matters 
for estimating the throat temperature.  The steam-liquid-noncondensable temperature is 
calculated using a Taylor series approximation to account for the steam partial pressure as is 
done in Reference [78].  Given the cell-centered pressure Pc, which is the sum of the vapor and 
noncondensable partial pressures, the steam partial pressure Ps at the throat is expanded as: 

( ) ( )
c

s
st c s c

P P

P
P P P P P P

P =

∂ 
+ ∆ = + ∆  

∂ 
 (6.3-18) 

where from Dalton’s law, the cell-centered pressure upstream of the throat is 

Pc = Pa + Ps (6.3-19) 

and the pressure increment to the throat is 

∆P = Pt – Pc. (6.3-20) 

In the above expansion, the steam throat partial pressure is calculated with a Taylor series 
expansion, where Ps is the dependent variable and Pc is the independent variable.  The derivative 
of Ps with respect to P evaluated at P = Pc is given by: 
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( )
c

c
sat Pc

s s

P P
SP P T T

P dPT

P P dT =
= =

∂ ∂    
=     

∂ ∂    
 (6.3-21) 

The isentropic part of the derivative 
S

T

P

∂ 
 

∂ 
 is a fairly complex expression.  Its expansion 

into its basic components is detailed in APPENDIX E.  The equilibrium throat steam-liquid-
noncondensable temperature is then 

T= TSAT (Pst) (6.3-22) 

where TSAT is the saturation temperature evaluated at the throat pressure Pst. 

6.3.3.2 Single-Phase One- or Two-Component Vapor Flow 

The seven principal simplifying assumptions employed in Section 6.3.3.1 to calculate aHE 
are also employed in the single-phase, one/two-component vapor choking formulation.  This 
choking model presently employs two methods for calculating the sonic speed.  The first 
approximation models the steam as a “perfect gas” (in the sense that there is no potential for 
vapor condensation).  This is a valid approximation when the throat temperature of the steam is 

well above saturation conditions so that the isentropic derivative v

SP

∂α 
 

∂ 
= 0.  The second 

approximation employs the generalized HE formulation from Section 6.3.3.1.  In this 

formulation, the isentropic derivative v

SP

∂α 
 

∂ 
is not equal to zero.  This formulation fully 

accounts for the vapor equation of state deviations from the “perfect gas” approximation when 
the calculated throat temperature is near saturation conditions. 

In the first approximation, the steam and noncondensable mixture are assumed to 
approximate a perfect gas with zero friction losses between the cell center and downstream 
choke plane.  Under these conditions, the cell-centered total pressure, temperature, and density 
are approximated within the adiabatic choked flow perfect gas formulation[92] which gives: 

1
*

t c

1
P P 1

2

 γ
− 

γ− γ − 
= + 

 
 (6.3-23) 

2
* c c
c c

V
P P

2

ρ
= +  (6.3-24) 

1

t c

1
T T 1

2

−
γ − 

= + 
 

 (6.3-25) 

1

t c

1
1

2

 γ
− 

γ− γ − 
ρ = ρ + 

 
 (6.3-26) 
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where the specific heat ratio is density-averaged 

( )
( )

a s

a s

a P a PP

V a V a V

X C 1 X CC

C X C 1 X C

+ −
γ = =

+ −
 (6.3-27) 

a
a

t

X .
ρ

=
ρ

 (6.3-28) 

Assuming constant noncondensable mass fraction Xa gives a noncondensable throat 
density 

ρat = Xa ρt . (6.3-29) 

The throat partial pressure of the steam becomes: 

Pst = Pt – ρatRTa . (6.3-30) 

The conditions at the throat are thus completely specified. 

The above throat pressure and temperature conditions are then used by THERMO to 
calculate the remaining thermodynamic parameters and derivatives to evaluate the equations for 
the isentropic sound speed.  In the limit αv = 1, Equation (6.3-11) reduces to: 

1/ 2

a s
HE

S S

a
P P

−
 ∂ρ ∂ρ   

= +    
∂ ∂    

 (6.3-31) 

where the individual isentropic derivatives are evaluated at Tt = Ta = Ts. 

In the second formulation of the sonic speed, the vapor and noncondensable temperature 
are set equal to TSAT (Pst), or the saturation temperature at the throat partial steam pressure.  

Since the vapor state is now on the saturation curve, the isentropic derivative v

SP

∂α 
 

∂ 
is not 

equal to zero even though α� = 0.  From APPENDIX E, the generalized HEM sonic velocity in 

the limit αv = 1 reduces to: 

( )2 a s
s a

S Ss

a s a s
a s

S Ss

HEa
P P

S S
.

S S P P

−  ∂ρ ∂ρρ    
= ρ + ρ − ρ    

ρ ρ ∂ ∂   

 ρ + ρ − ρ ∂ ∂    
− ρ + ρ     

− ∂ ∂     

�

�

�

�

 (6.3-32) 

TRACG calculates the sonic speed using both Equations (6.3-31) and (6.3-32) and uses the 
maximum value in the criteria for choking. 
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6.3.3.3 Single-Phase Liquid Flow 

This section documents the single-phase liquid critical flow model used in TRACG.  The 
terminology single-phase liquid is used in the sense that the vapor and/or noncondensable void 
fraction is either negligible or nonexistent.  The single-phase liquid critical flow model employs 
two approximations for calculating the sonic velocity.  The first method uses the approach 
developed by Alamgir, Jones and Lienhard (AJL)[93],[94],[95] to correlate the sonic velocity.  This 
approach is called the AJL model or correlation.  The second method employs a modified HEM 
approximation.  After the sonic speed for each scheme is calculated, the maximum value is used 
in the choking criterion formulation.  The single-phase liquid model is activated when the cell 
vapor void fraction immediately upstream of the break plane satisfies the criteria α ≤ 0.01. 

The seven principal assumptions employed to calculate the choke plane aHE in Sections 
6.3.3.1 and 6.3.3.2 are modified for the single-phase liquid critical flow model.  These 
modifications are: 

• Vapor or noncondensables immediately upstream of the break plane are assumed to 
be insignificant and are not donored to the cell choke plane. 

• The AJL model quantifies turbulent fluctuations and non-equilibrium nucleation 
phenomena at the choke plane. 

When high-pressure, high-temperature water is suddenly decompressed, it transitions 
from a sub-cooled or saturated state to a superheated state.  As a consequence, the throat pressure 
of the flashing liquid can be much lower than the choke plane saturation pressure.  Such 
enhanced depressurization can be driven by turbulent fluctuations or by bubble nucleation effects 
as the liquid exits the choke plane.  The pressure undershoot ∆P(as) at the throat is related to the 
sonic speed via the correlation: 

( )sat t sP T P P(a )− = ∆
�

 (6.3-33) 

( )
1/ 22.4 2

s S sP(a ) CA CB a CC a∆ = + −  (6.3-34) 

where: 

13.76

3/ 2
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g1/ 2
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T
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T
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ρ 

�

�

 (6.3-35) 
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�

 (6.3-36) 
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2

t

u

A
CC 0.072

A

 
= ρ  

 
�

 (6.3-37) 

σ = surface tension 
k = Boltzmann constant 

t

dA

dx
 
 
 

 = rate of area change 

Tcrit = critical fluid temperature 
Psat (T�) = saturation pressure at the liquid temperature in the cell 

adjacent to the choking plane 

The first term in Equation (6.3-34) represents the depressurization driven by nucleation 
effects formulated by Alamgir and Lienhard[93]  The second term developed by Jones[94],[95]  
represents the additional pressure losses because of increased turbulence due to flashing.  In the 
formulation implemented in TRACG, turbulence driven by acceleration effects (break geometry 
area gradients) is assumed to be much larger than wall friction effects.  As a consequence, wall 
friction is ignored in the implementation of the AJL correlation in TRACG.  The 0.072 
coefficient is a best estimate of the turbulent intensity index in Equation (6.3-34). This number is 
recommended unless there is a clear and substantially different value known a priori for a 
particular break geometry. 

For closure, the second equation used to relate the throat pressure with the sonic speed is: 

2 2
m mc m s

c t

V a
P P .

2 2

ρ ρ
+ = +  (6.3-38) 

Equation (6.3-38) is obtained by applying the Bernoulli equation (Equation (6.3-32)) 
assuming no wall friction and sonic velocity in the throat.  Equations (6.3-34) and (6.3-38) are 
solved in the TRACG solution scheme by eliminating Pt and finding as from the transcendental 
equation: 

( ) 2
s s mc

2
a DPP P a V 0− + ∆ + =  ρ

�

 (6.3-39) 

where: 

c satDPP = max [0, P P  (T )]−
�

 (6.3-40) 

Equation (6.3-39) is solved iteratively using a standard Newton-Raphson technique. 

The sonic speed is calculated using a second approximation with Equation (6.3-13).  
Here, the throat temperature is set equal to T� and the pressure is set equal to Psat(T�), where T�, 

is the cell-centered liquid temperature upstream of the throat.  In the second approximation, it is 
assumed that the liquid has decompressed to a saturated state at the break plane.  The final sonic 
velocity becomes Max [aS, aHE], where aHE is the liquid single-phase homogenous sound speed 
from Equation (6.3-14). 
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In the course of doing simulations with early versions of the TRACG choking model, 
numerical oscillations in the break mass flow rate were observed when the throat conditions were 
near the sub-cooled sonic regime[79].  If the conditions upstream of the break plane transition 
from sub-cooled to saturated conditions, large reductions in the throat sonic velocity will occur.  
To prevent large discontinuous changes in the sonic velocity, a cubic spline interpolation scheme 
has been employed in the transition region 0.01 ≤ αv ≤ 0.1.  In this αv range, both the TCTP 
homogeneous equilibrium and single-phase liquid models are separately used to calculate the 
break plane sonic speed.  The cubic spline interpolation yields the transition sonic speed: 

at = WaHE + (1 – W)as  (6.3-41) 

where: 
2 3
T TW 3 2= α − α  (6.3-42) 

v
T

0.01

0.1 0.01

α −
α =

−
 (6.3-43) 

6.3.4 Determination of Choked Flow Phasic Velocities 

Once a particular regime has been picked and the corresponding sonic speed calculated, 
Equation (6.3-1) is employed to test for choking conditions.  Because of the half-cell donoring 
scheme, Equation (6.3-1) is implemented in TRACG with the following modifications. 

The sonic speed calculated from cell edge throat properties is first multiplied by the 
throat mixture density ratio so that: 

* mt
s s

mc

a a
 ρ

=  
ρ 

 (6.3-44) 

This modification was used to partially account for the difference in throat mass flux used 
in the cell continuity equation (due to cell-centered donoring) and the velocity that would exist if 
the throat density were used instead.  If the choking criteria are satisfied, the new-time throat 
mixture velocity is set equal to the sonic velocity and then calculated using a relaxation scheme: 

( )*n 1 *n *n *n 1
s s s sa a RELAX a a+ += + −  (6.3-45) 

where: 

 RELAX = max {0.1, 1-exp (-20 t)}∆  (6.3-46) 

where n and n+1 refer to old and new times, respectively.  The relaxation algorithm is used to 
ensure numerical stability.  Calculating the throat sonic velocity is not sufficient to advance the 
momentum solution to the next time step, since the two throat edge velocities must first be 
specified. 

Two equations are needed to solve for the two unknown throat edge velocities.  The 
solution scheme (except for single-phase vapor choking) uses the following two equations: 
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α ρ + α ρ
=

α ρ + α ρ
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 (6.3-47) 

and 

Cvvv + C�v� = RHS (6.3-48) 

where: 
*
sa  = calculated sonic speed 

v�, vv = choke plane cell edge liquid and vapor velocities 

C�, Cv, RHS = TRACG momentum equation solution constants calculated from TF1DE. 

For single-phase one- or two-component vapor choking, Equations (6.3-47) and (6.3-48) 
are replaced by the simple relationships: 

*
v sv v a .= =

�
 (6.3-49) 

In general, the above formulation allows for slip between the phases at the choke plane.  
In order to advance the TRACG momentum solution scheme in time, the velocity derivatives 
with respect to pressure must be calculated.  The derivatives are calculated by perturbing the 
previously calculated throat pressure by 1% in the subroutine CHOKE.  The sonic speed and 
junction velocities are then recalculated.  The phasic velocity derivatives are then calculated as 
follows: 

( )t t t

t t

v P P v (P )v

P P

+ ∆ −∆
=

∆ ∆

� ��  (6.3-50) 

( )v t t v tv

t t

v P P v (P )v

P P

+ ∆ −∆
=

∆ ∆
 (6.3-51) 

where (∆Pt) is the 1% throat pressure variation.  It should be noted that the phasic velocities, 
calculated by CHOKE and passed back to TF1DE when the flow is choked, are calculated at Pt 

and not at (Pt + ∆Pt). 

6.3.5 Applicability 

The two-phase critical flow models described in Sections 6.3.1 through 6.3.4 contain a 
number of simplifying assumptions.  The most important limitation is that the TRACG choking 
model is inherently one-dimensional.  Break flow geometry must be considered as a factor in 
simulating a particular scenario.  If the modeled break configuration is strongly affected by 
multi-dimensional hydrodynamic phenomena, a discharge coefficient may have to be used. 

The TRACG sonic speed formulation (with the exception of the AJL correlation, which 
considers turbulence and nucleation) assumes that non-homogeneous or non-equilibrium 



NEDO-32176, REVISION 4 
 

MODELS AND CORRELATIONS  6.4  -  Two-Phase Level Model 6-60 

processes are not significant.  As a consequence, the sonic speed at the choke plane is derived 
with the assumption that the liquid and vapor phases have relaxed to thermodynamic 
equilibrium.  In reality, the degree of break plane non-homogeneity is dependent on the flow 
map, while the degree of non-equilibrium is determined by interfacial transport processes and the 
time needed to relax to equilibrium.  The primary dependence on flow regimes is accounted for 
by using the void fraction to select which model and corresponding simplifications are most 
appropriate together with use of the individual component densities in evaluating the sonic 
velocity.  This simple approach and the assumption of thermodynamic equilibrium are justified 
by assessing the calculated results against data. 

6.3.6 Assessment and Applicability to BWR 

Assessment work using the TRACG critical flow model has generally yielded very good 
results.  The methodology for calculating the choke plane phasic velocities has generally yielded 
accurate comparisons versus experimental data with regard to calculated mass flow rates and 
system depressurization responses.  See References [76], [77], [78], [79], and [96] for the details. 

Break flow studies based on the TRACG predictions versus data from 11 tests in five 
different test facilities (PSTF, TLTA, FIST, FIX, Marviken) show that the TRACG over-predicts 
the data, on a mean value basis, by [[  ]], with standard deviation of [[  ]] for the 
liquid blow-down phase and under-predicts the data by [[  ]] for the two-phase blow-down 
phase.  For the Marviken tests (full scale), in the liquid blow-down period TRACG over-
predicted the average break flow by about [[  ]] for Test 15 (L/D=3.6) and under-predicted 
the break flow by about [[  ]] for Test 24 (L/D=0.33).  These results show that the TRACG 
break flow model has no strong bias for different values of the ratio of discharge pipe length (L) 
to pipe diameter (D).  The comparisons to data include choked flow for both smooth and abrupt 
area changes, i.e., orifices. 

6.4 Two-Phase Level Model 

In the normal TRACG solution of the fluid flow equations, the mean cell void fraction is 
assumed to exist uniformly throughout each hydrodynamic fluid cell.  If a phase boundary or 
liquid level exists in the cell, the numerical solution to the fluid flow equations results in an 
artificially high diffusion of vapor in one direction and liquid in the other. To minimize this 
artificial diffusion, it is necessary to accurately predict the existence of two-phase levels that may 
occur in vertically oriented cells and to take proper account for this in the numerical solution of 
the flow equations.  The TRACG two-phase level-tracking model was developed for this 
purpose.  The model provides the capability of maintaining the sharp void fraction discontinuity 
across a two-phase level that occurs in vertical components. 

The TRACG level tracking model consists of two parts: 

1. Detection of two-phase levels plus calculation of their positions, velocities, and 
void fractions above and below the phase boundaries. 

2. Appropriate modification to the equations governing the flow when a two-phase 
level is present. 

Part 2 above is discussed in Section 6.4.3.  Part 1 may be further divided into two 
sections:  (1) detection of two-phase levels and (2) calculation of the parameters necessary to 
describe the propagation of fluid above and below the phase boundaries. 
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6.4.1 Level Detection 

The first step in detecting a two-phase level is the determination of the type of vertical 
void profile existing around a particular cell.  The level detection logic required for a normal 
(increasing in the vertical direction) void profile is not the same as the logic required for an 
inverted (decreasing in the vertical direction) void profile.  Once the type of void profile has 
been established, the model must determine if the conditions in the cell indicate the existence of 
a two-phase level.  Although different logic is used depending on the void profile, the use of cell 
average void fraction differences to initiate the level calculations is common to all conditions.  
Generally, a level is assumed to exist in cell j if (Figure 6-8): 

j+1 j cut j+1 cut(  - )     and   α α ≥ ∆α α ≥ α  (6.4-1), (6.4-2) 

provided that no level exists in cell (j+1) or cell (j-1).  Here, ∆αcut is a predetermined cutoff 

value.  A value of 0.2 is recommended for ∆αcut and 0.9 is recommended for αcut.  Once a level 
has been established in a cell, these criteria are not used.  The level calculation is therefore not 
sensitive to the precise value of ∆αcut as long as a reasonable value is chosen.  The value of αcut 

is used to prevent spurious level indications when the ∆αcut criteria are satisfied.  The 
recommended value has been used for all TRACG qualification cases. 

An inverted void profile is detected when the decrease in void fraction from cell (j) to cell 
(j+1) is greater than a predetermined cutoff value similar to ∆αcut.  The recommended value for 

the inverted level ∆αcut is 0.1.  If a void inversion is detected, the normal void profile level 
criterion (Equation (6.4-1)) is applied to the cells above and below the inversion boundary.  For 
cells below a void inversion, the αcut criterion is not applied. 

6.4.2 Calculation of Level Parameters 

The parameters necessary to describe a two-phase level are (1) the position and velocity 
of the level and (2) the void fractions above and below the level.  Figure 6-8 shows a simplified 
diagram of a two-phase level established in a normal void profile situation. 

For a normal void profile j+1 j j-1( )α ≥ α ≥ α  the two-phase level parameters in cell j can 

be obtained from the conditions in the vessel cells above and below cell j.  The position of the 
level in cell j can be described by the equation: 

j j
Lj j

j j

-
z  = z  

-

+

+ −

 α α
∆ ∆   α α 

 (6.4-3) 
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Figure 6-8. Two-Phase Level with Normal Void Profile 
 

where α+ and α- are the void fractions above and below the level.  For normal void profile 
conditions, the void fraction below the level j

−α  is assumed to be equal to the void fraction in the 

cell below, i.e.: 

j j-1 = −α α  (6.4-4) 

In the absence of entrainment of liquid from below the level, the void fraction above the 
level, +

jα , is assumed to be equal to the void fraction in the cell above: 

j j+1 = +α α  (6.4-5) 

Entrainment lowers the void fraction given by Equation (6.4-5).  The mass flux of 
entrained liquid ( entG

�
) is calculated from the correlation of Rosen[98] as: 

0.5

-5 0.5 2.1 v
ent K K v v

v

-
G  = 3 10 (C  + 530.0 C )  j

  ρ ρ
 ⋅ ρ 

ρ   

�

�
 (6.4-6) 

max v
K 0.5

crit
v

2 D  j
C  = 

v  
g (  - )

 σ
 

ρ ρ �

 (6.4-7) 
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0.25

v
crit 2

v

 g (  - )
v  = 2  

 σ ρ ρ
 

ρ 

�  (6.4-8) 

2
v v

max
v

v
D  = 0.3375  

g (  - )

ρ

ρ ρ
�

 (6.4-9) 

In these expressions, all fluid properties are for the cell in question and jv and vv are for 
the upper cell boundary.  For positive liquid velocity at the top of the cell, the liquid mass flux 
may also be represented as: 

+
ent jG  = (1- ) vα ρ
� � �

 (6.4-10) 

from which the above-level void fraction, +
jα , is computed to be: 

+ ent
j

G
 = 1 -   

v
α

ρ
�

� �

 (6.4-11) 

For negative liquid velocity at the top of the cell, the entrainment is assumed to be zero 
and +

jα  is assumed equal to the void fraction in the cell above (Equation (6.4-5)). 

The level velocity, vLj, is calculated as the time derivative of the level position: 

- +
j j j

j Lj j Lj

Lj - +
j j

z  ( ) z  ( ) ( z z ) ( )
t t tv  = 

∆α ∆α ∆α
∆ − ∆ − ∆ − ∆

∆ ∆ ∆
α − α

 (6.4-12) 

The level velocity is used to predict when a two-phase level will leave a cell.  In the event 
the level does exit a cell, the level velocity is used to predict the new velocity conditions at the 
boundary the level has crossed. 

For a normal void profile, the two-phase level is completely described by Equations 
(6.4-3) through (6.4-12).  However, if the two-phase level is in a cell below a void profile 
inversion j+1 j( < )α α  or flow area reduction, Equations (6.4-5) and (6.4-11) cannot be used to 

determine the void fraction above the level without modification.  In this situation, it is assumed 
that: 

+
j  = 0.999α  (6.4-13) 

and the two-phase level can be described by Equations (6.4-3), (6.4-4), (6.4-11) and (6.4-12).  
For a two-phase level occurring above a void fraction inversion j j-1( < )α α  or flow area 

reduction, the void fraction below the level is evaluated using the drift flux model:  
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-
- v
j -

o gj

j
 =  

C  j  + v
α  (6.4-14) 

where Co and gjv  are determined assuming bubbly/churn flow (Section 6.1.3), and vj
−  and j- are 

the vapor and mixture volumetric flux below the level, respectively. 

6.4.3 Model As Coded 

The two-phase level model is available for both three-dimensional and one-dimensional 
components.  There are differences in the implementation for the two component types.  For this 
reason, the as-coded details of the model will be described separately. 

6.4.3.1 Three-Dimensional Component 

The discretized governing equations described in Section 3.2 are impacted by the 
presence of a level through the void fraction axial donor celling as follows: 

i i 1/ 2

i i 1/ 2d
i 1/ 2

i+1 i 1/ 2

i 1 i 1/ 2

if v 0 and no level exists in cell i 

if v 0 and a level exists in cell i

if v 0 and no level exists in cell i+1

if v 0 and a level exists in cell i+1

+

+
+

+

+

−
+ +

φ ≥
φ ≥

φ = 
φ <
φ <

 (6.4-15) 

If an average property is required at a cell boundary, the above or below level void 
fraction is used for interpolation if a level exists. 

The donor celling for source connections to the vessel for flow from vessel cell i is 
impacted in a similar fashion as follows: 

i
d
s i

i

if no level exists in cell i

if level position is below connection

if level position is above connection

+

−

φ


φ = φ
φ

 (6.4-16) 

The donor-celled property is interpolated between the above and below values as a level 
crosses the source connection area.  Old time step values are used for the above level or below 
level properties, i.e., the level is tracked explicitely. 

The pressure drop from cell center to cell center in the momentum equation is also 
adjusted to account for a level in the cell.  The pressure difference is modified to reflect the fluid 
conditions that exist at the cell boundary.  In Figure 6-8, the hydrostatic head between cells j and 
j+1 is modified by adjusting the cell j pressure used in the momentum equation as follows: 

( ) ( ) j*
j j v Lj

z
P P g z

2
+ −

∆ 
= + ρ − ρ α − α ∆ − 

 
�

 (6.4-17) 
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This modification, together with the use of averaged void fractions as discussed above for 
the cell boundary, gives both the correct static head between cells and the correct pressure 
gradient and relative velocity at the cell boundary. 

The interfacial heat transfer and shear are also impacted by a two-phase level.  Above and 
below level heat transfer coefficients are calculated and volume weighted using the level 
position.  A free surface convection component is added to account for free surface heat transfer.  
Interfacial heat transfer is described in Section 6.5.  The interfacial shear is evaluated at the 
conditions present at the cell boundary when a level exists. 

When a level crosses a boundary, there is a discontinuity in the void fraction and phase 
velocity at the boundary.  To account for this, the phase velocities are modified when a level 
crosses a cell boundary using the jump conditions: 

v v
L

L

L

j j
         ,v 0

v
j j

         ,v 0

− +

+ −

− +

+ −

− +
<α − α

= 
− >

α − α
� �

 (6.4-18) 

For a falling level, the modified old time vapor velocity becomes: 

j v j 1 j j Lj
v j 1

j

(v ) ( )v
(v )

− − +

−

− +

α − α − α
=

α
 (6.4-19) 

The liquid velocity at the boundary is adjusted using the above vapor velocity and the 
drift flux correlation with parameters appropriate for droplet flow as described in Section 6.1.5.  
For the falling level: 

0.25

j 1 v j 1 2
v

g
(v ) (v ) 1.41− −

 ∆ρ σ
= −  

ρ 
�

 (6.4-20) 

The evaluation of a rising level is handled in the same manner.  In this case, the vapor 
velocity is adjusted using the liquid velocity modified using the jump condition and the drift flux 
correlation with parameters appropriate for bubbly flow (Section 6.1.3). 

6.4.3.2 One-Dimensional Component 

The level model is available in a one-dimensional (1-D) component cell that is vertically 
oriented.  The level detection and calculation of level parameters are consistent with the three-
dimensional (3-D) component.  The major difference between the implementation is that, unlike 
the 3-D component, the 1-D component model does not affect the donor celling of void fraction 
at cell boundaries.  For the 1-D component, the level model impact is limited to the interfacial 
heat transfer calculation within the cell.  Above and below level heat transfer coefficients are 
calculated and volume weighted using the level position.  A free surface convection component 
is added to account for free surface heat transfer.  The absence of any special treatment for the 
convected void fraction in the presence of a level can be accounted for through nodalization.  
The 1-D component will require a finer nodalization in the vicinity of a two-phase level.  
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Assessment regarding appliation of the level model to 1-D components is discussed in Section 
7.11.7. 

6.4.4 Applicability 

The applicability of the level model is controlled by the assumptions used in the model 
development, in particular, the assumptions regarding the setting of the above and below void 
fractions.  It is assumed that these values can be assigned the values of adjacent cells.  Implicit in 
this assumption is that there is no significant change in void fraction for cells below or above the 
level position.  An adjustment is made for entrainment for the above level void fraction but there 
is no provision for the existence of a void profile below the level.  In situations where a 
significant void profile exists below the two-phase level, the nodalization must be sufficient to 
provide the necessary below level detail to avoid discontinuities in the level position.  In addition 
to the model assumptions, the model applicability depends on the applicability of the interfacial 
shear and heat transfer models used to determine the void fraction. 

6.4.5 Assessment 

Assessment of the level model is provided by the PSTF level swell tests[99].  The PSTF 
facility consists of a 4.27m tall vessel with an internal diameter of 1.19m.  A blow-down pipe is 
connected to the bottom of the vessel and could be fitted with different nozzles.  In some tests, 
the blow-down pipe contained a vertical section with its inlet in the upper portion of the vessel at 
an elevation of 3.2m.  In all cases, the vessel was partially filled with water, heated and 
pressurized to 7.2 MPa.  A rupture disk at the end of the blow-down pipe was broken, allowing 
the system to depressurize.  A complete description of the test facility, nodalization and 
individual test initial conditions is provided in Section 3 of the TRACG Qualification LTR

[6]. 

For the cases where the blow-down pipe contained the vertical section, the break flow 
was primarily steam flow and the system depressurized quickly.  In these tests, the liquid in the 
vessel flashed, causing the liquid level to rise initially and subsequently subside toward the end 
of the depressurization.  Comparisons of the level predictions for two steam blow-down cases 
(5801-13 and 5801-15) are provided in Figure 6-9 and Figure 6-10.  The level swell is generally 
well predicted for these tests.  The primary cause of the difference between the measured and 
calculated void fractions and the corresponding level positions is the uncertainty in the cross-
sectional distribution of the vapor resulting from the flashing of liquid during the rapid 
depressurization. 

For cases where the vertical section was omitted, the system initially depressurized 
slowly as the break flow was primarily liquid and two-phase flow.  During this period, the level 
dropped slowly.  When the level uncovered the entrance to the blow-down pipe, the 
depressurization rate increased.  The increased depressurization rate caused increased flashing of 
the liquid and the level drop subsided.  Comparisons of the level predictions for two liquid blow-
down cases (5803-01 and 5803-02) are provided in Figure 6-9 and Figure 6-10.  The level 
movement is well predicted for these tests, indicating a good prediction of the void fraction.  In 
these tests, the slower depressurization results in less uncertainty in the cross-sectional vapor 
distribution. 

Visible in the TRACG level predictions are small discontinuities in the level position.  
These discontinuities result from the change in below level void fraction that occurs when a level 
crosses a cell boundary.  Whenever a void profile exists below the level, the nodalization must 
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provide sufficient detail below the level to minimize these discontinuities.  The impact on the 
results for these tests is insignificant, indicating an acceptable nodalization. 

The above separate effects assessment of the level model is supplemented by integral 
system testing and plant data comparisons provided in Sections 5 and 7 of the TRACG 

Qualification LTR
[6]. 
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Figure 6-9. PSTF 5801-13 Level Prediction 
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Figure 6-10. PSTF 5801-15 Level Prediction 
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Figure 6-11. PSTF 5803-01 Level Prediction 
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Figure 6-12. PSTF 5803-02 Level Prediction 
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6.5 Interfacial Heat Transfer 

Interfacial heat transfer models are needed for the closure and solution of the system of 
two-phase equations (Section 3.1).  Interfacial heat transfer rates are part of the vapor and liquid 
conservation energy equations and determine the interfacial mass exchange rate Γg, which 
appears in the vapor and liquid mass and energy conservation equations.  This section describes 
models and correlations incorporated into the TRACG interfacial heat transfer model, their 
technical bases and limitations. 

6.5.1 Background 

The TRACG interfacial heat transfer model is based on the assumption that the liquid-
vapor interface is always at saturation temperature corresponding to the local partial steam 
pressure.  Energy exchange rate at the interface provides the necessary mass exchange to 
maintain the interface at saturation temperature.  The total heat exchange and mass transfer at the 
interface are functions of the volume-averaged liquid-interface heat transfer rate q�i and vapor-

interface heat transfer rate qvi: 

( ) ( )i i i sat vi i iv v satq A h T T ; q A h T T= − = −
� � �

, (6.5-1) 

where Ai is the interfacial area per unit volume and hi� and hiv are liquid-interface and vapor-

interface convective heat transfer coefficients.  Energy exchange at the vapor-liquid interface 
leads to mass exchange at the interface Γg due to evaporation (Γg > 0) or condensation (Γg < 0) 
processes at the interface: 

i vi
g

fg

q q

h

+
Γ = �  (6.5-2) 

Equations (6.5-1) and (6.5-2) represent the energy and mass exchange between phases at 
the interface and appear in the mass and energy conservation equations (Section 3.1).  According 
to Equation (6.5-1), interfacial area Ai and interfacial heat transfer coefficients hi� and hiv have 

to be defined (based on the flow regime) to calculate energy and mass exchange at the interface 
and to close the thermal-hydraulic system of equations. 

The interfacial heat transfer model described below is closely related to the interfacial 
shear model (Section 6.1) and incorporates the same flow regime map (Section 5.1.1.1).  The 
entrainment model described in Section 5.1.2 is used to determine the fraction of the entrained 
liquid. 

6.5.2 Interfacial Area 

The calculations of the interfacial heat transfer require the specification of the interfacial 
area Ai and heat transfer coefficients hi� and hiv.  The experimental data will generally lead only 

to information about their product.  The models for the interfacial area described in the following 
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sections are mostly based on the models proposed by Ishii[44], which were used to determine the 
interfacial shear[100],[101] (Section 6.1).  For this reason, the database that was used to confirm the 
drift flux parameters for the interfacial shear model is applicable to the interfacial heat transfer 
model (interfacial area calculations).  For some flow regimes (bubbly-churn flow, droplet flow), 
the interfacial area is defined by a maximum stable particle size, which is a function of a critical 
Weber number.  In the calculation of the interfacial shear, only the ratio of the drag coefficient 
CD and critical Weber number Wec have to be correlated (Section 6.1), and there is no need to 
calculate interfacial area Ai.  This is not the case in the interfacial heat transfer calculations, 
where the value of the interfacial area Ai has to be defined for all the flow regimes to calculate 
interfacial heat flux (Equation (6.5-1)). 

6.5.3 Bubbly/Churn Flow 

A staggered mesh is used, where the mass and energy equations are integrated over a cell, and 
the equation of motion is integrated from cell center to cell center.  The cell average void fraction 
is used for the interfacial heat and mass transfer.  The upstream void fraction is applied between 
two cell centers to calculate the interfacial shear between the phases. 

6.5.3.1 Technical Basis and Assumptions 

The interfacial area in bubbly flow regime depends on the number of bubbles and average 
bubble diameter: 

2
ib b bA N d= π  (6.5-3) 

The number of bubbles Nb is related to the void fraction: 

b 3
b

6
N

d

α
=

π
 (6.5-4) 

Substituting Equation (6.5-4) into Equation (6.5-3), one obtains the expression for the interfacial 
area: 

ib
b

6
A

d

α
=  (6.5-5) 

The bubble diameter is calculated from critical Weber number: 

c
b 2

rb

We
d

v

σ
=

ρ
�

 (6.5-6)  

A maximum critical Weber number for stable spherical particles is typically 12-13 (see 
References [40] and [44]).  In reality, a spectrum of bubbles will exist with a critical Weber 
number of 13 representing the maximum bubble diameter.  A value of half the maximum bubble 
size is chosen for the average bubble diameter db. 
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The relative phasic velocity is calculated similar to Section 6.1: 

gj
rb

v
v

1
=

− α
 (6.5-7) 

The same correlation for the cross-sectional average vapor drift velocity gjv  is used in the 

interfacial heat transfer and interfacial shear models (Section 6.1): 
0.25

gj 2

g
v k , where k 1.53

 ∆ρ σ
= = 

ρ �

 (6.5-8) 

The heat transfer coefficient hi�,b between the continuous liquid phase and bubbly 

interface is calculated based on modified Lee-Ryley model and the corresponding correlation for 
the Nusselt number.  (See References [100], [101], [102], [103], and [105].)  The Nusselt number 
is correlated as: 

rb b
,b b b

v d
Nu 2 0.74 Re ; Re

ρ
= + =

µ
�

�

�

 (6.5-9),(6.5-10) 

The original correlation is based on measurements of the evaporation rate of small 
droplets[103].  The vapor properties in the original correlation are replaced with liquid properties 
and a factor of Pr1/3 that is a part of the original correlation is omitted[102],[105].  This has no 
significant impact, since Pr ≈ 1 for water.  The heat transfer coefficient hi�,b corresponding to the 

liquid side is given by: 

,b
i ,b

b

Nu k
h

d
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�
 (6.5-11) 

The correlation for the heat transfer coefficient between vapor and bubble interface is 
based on the solution of the heat conduction equation for a spherical solid particle.  For the fully 
developed temperature profile, this solution leads to hiv,b = 2π2kv/3db as indicated in Reference 
[104].  Due to relative motion between the bubbles and liquid, internal circulation will occur.  
The empirical factor 2.7µ�/µv is applied[114] to account for this circulation and the final form for 

the hiv,b is: 

2 v
iv,b

b v

k2
h 2.7

3 d

 µ
= π  

µ 

�  (6.5-12) 

6.5.3.2 Model as Coded 

Bubbly churn flow is realized when the criteria for the liquid continuous flow regime α 
< αtran − 0.1 are satisfied (Section 5.1).  Calculation of the heat transfer factors (Ah)i�,b and 
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(Ah)iv,b is based on equations described in Section 6.5.3.1 with the following limitations.  The 

minimum number of bubbles per unit volume is limited to 107.  The limitation on bubble 
diameter is 0.0005 m < db < 0.5Dh. 

The limits on the bubble sizes for the calculation of the interfacial heat transfer are chosen to 
keep the bubble size and the interfacial heat transfer within reasonable bounds.  The upper 
boundary is given by the geometry.  Theoretically the maximum bubble size would be given by 
the hydraulic diameter, however due to the fact that the spacers will break up the bubbles in a 
fuel channel an upper limit of half the hydraulic diameter was chosen.  For a fuel channel, which 
has the smallest hydraulic diameter of the BWR components, this would lead to an upper limit of 
0.006 m.  The lower limit of 0.0005 m was chosen to prevent the interfacial heat transfer from 
becoming too large, which can lead to numerical difficulties.  For very large interfacial heat 
transfer rate, the phases will be in thermal equilibrium and the results are not very sensitive to the 
exact value of the interfacial heat transfer.  For typical operating conditions, the bubble sizes will 
be in the range of 0.002 – 0.004 m, and the number density will be in the range of 1.0E7 – 5.0E7, 
and are therefore not affected by the limits.  Similar arguments are applied for droplet flow, in 
order to keep the interfacial heat transfer within reasonable bounds.  The good comparison to the 
void fraction and heat transfer data shows that these limits do not adversely affect the results. 

6.5.3.3 Applicability 

Because the calculation of the interfacial area is based on flow-regime, and is closely 
related to the interfacial shear model, the applicability of these calculations corresponds to the 
range of data described in Sections 5.0 and 6.1.  The original Lee-Ryley correlation, which 
provides the basis for calculations of the heat transfer coefficient between the liquid and bubble 
interface, was developed based on data on measured evaporation rates of small droplets, due to 
heat transfer from hot air or superheated steam.  Because this correlation has been developed for 
small spherical particles, it is reasonable to apply it for small bubbles.  Assessments presented in 
Reference [105] and Section 6.5.8 provide the justification for this correlation. 

While a detailed discussion on derivation of the heat transfer factor on the vapor side has 
been presented in the previous section, it should be noted that, because of the small bubble 
diameter and low heat capacity of the vapor, the vapor temperature is very close to saturation 
temperature and the interfacial heat transfer model is insensitive to the value of the vapor side 
heat transfer coefficient. 

6.5.4 Annular Flow 

6.5.4.1 Technical Basis and Assumptions 

In this flow regime, interfacial heat transfer and mass exchange occur at the surface of the 
liquid film on the walls.  The interfacial area per unit volume in the annular film flow regime is a 
function of the average film thickness δ.  The volume fraction αf, which is occupied by liquid 
film, is: 

f  = 1 - α α  (6.5-13) 
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The average film thickness δ and vapor-film interfacial area Aif per unit volume are given 

by the film fraction αf and hydraulic diameter Dh.  Assuming a tubular cross section, one 
obtains: 

( )h
if

h

D 4
1 ; A

2 D
δ = − α = α  (6.5-14), (6.5-15) 

Equation (6.5-15) predicts a non-zero interfacial area 

 i
h

4
A

D
=  (6.5-16) 

as the void fraction approaches one and Equation (6.5-14) predicts a film thickness approaching 
zero as the void fraction approaches one.  In reality, at some point the film will break up and not 
cover the entire surface.  TRACG uses a model for the minimum stable film thickness to model 
this breakup.  The average film thickness δ is limited by the minimum film thickness δmin: 

min= max { , }δ δ δ  (6.5-17) 

 

The expression for δmin is derived from the theory of minimum stable film flow[102] and 
defined as: 
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 (6.5-18) 

where the interfacial shear stress is approximated by: 

2
v vv

0.005
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τ =  (6.5-19) 

The original correlation for the minimum film thickness[102] has the form: 
0.22
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 (6.5-20) 

The empirical factor “C” is set to 0.5 based on comparisons with the boiling transition 
correlations described in Section 6.6.6. 

The corresponding value for αf is: 
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1 1 2
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 δ
α = − − 

 
 (6.5-21) 
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The film thickness δ will decrease as αf decreases but remains constant after it reaches 

the minimum thickness  δmin.  When αf < αf,min, the vapor-film interfacial area is defined as: 

4 fA 1
if f ,minD

h f , min

 α
 = − α
 α
 

 (6.5-22) 

which is consistent with Equations (6.5-14) and (6.5-15) when αf = αf,min and provides the right 

trend (Aif = 0 when αf = 0). 

Combining Equation (6.5-14), (6.5-15) and (6.5-22), one obtains: 

4
1 for

f f f ,minD
h

A
if 4 f1 for

f , min f f ,minD
h f ,min


− α α >α


=   α  − α α <α  α
  

 (6.5-23) 

The heat transfer coefficient hiv,f between the vapor phase and film interface is calculated 
according to Reference [105] and based on Theofanous’ model[106].  The original model has the 
form: 

St 0.02 L / D=  (6.5-24) 

As suggested in Reference [105], the modified version does not include the shape factor 

L / D and has the following form: 

i

p

h
St= =0.02

ρ C v
�

� � �

 (6.5-25) 

The heat transfer coefficient on the vapor side is obtained from Equation (6.5-25) by 
substituting corresponding vapor properties to produce: 

 v P,v viv,fh  = 0.02ρ C v  (6.5-26) 

For the liquid side, the heat transfer coefficient is given by the analytical solution of the 
heat conduction equation across a thin liquid film[100], assuming a linear temperature profile: 

i ,f

k
h 2=

δ
�

�
 (6.5-27) 

The presence of noncondensables affects the interfacial heat transfer calculations in 
several ways.  First, the saturation temperature Tsat in Equation (6.5-1) is calculated based on 
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steam partial pressure.  Second, the heat transfer coefficient on the liquid side is multiplied by a 
factor Cncg to reduce the overall heat transfer at the interface[114]: 

( )

0.1
2
s

ncg
a

C min 1.0 , 0.168
1

  αρ 
=    − α ρ ρ   �

 (6.5-28) 

6.5.4.2 Model as Coded 

Calculation of the heat transfer factors (Ah)i�,f and (Ah)iv,f is based on equations 

described in Section 6.5.4.1 with the following limitations for the interfacial heat transfer 
coefficients:  hi�,f  > hi�,free, hiv,f > hiv,free, where the heat transfer coefficients at free surface 

hi�,free, hiv,free are defined according to Section 6.5.8. 

The maximum value of the heat transfer coefficient on the liquid side is based on the 
constant Stanton number criteria (Section 6.5.4.1): 

2

i f P, f f

g
h 0.02 C v , v

3

δ ∆ρ
< ρ =

µ
� � �

�

  (6.5-29),(6.5-30) 

where vf is the film velocity derived from a simple force balance on a falling film, assuming 

viscous flow and a linear velocity distribution in the film.  The minimum values of 2
sαρ  and 

Cncg (1-α) ρa ρ� are limited to 10-8. 

6.5.4.3 Applicability 

The constant Stanton number criterion is frequently used to calculate the heat transfer 
coefficients.  A constant Stanton number approach was suggested by various investigators for 
predicting the condensation rates on highly turbulent sub-cooled liquid jets.  A comprehensive 
review of these studies is presented in Reference [106].  Some of these models, such as 
Theofanous’ model, include a correction factor.  The Theofanous model, which is based upon the 
diffusion of turbulent eddies, covers a wide range of Reynolds numbers: 

4.5 × 103 < Re < 5 × 105 

and was originally suggested for the highly turbulent liquid jets.  Because the correction factor 
L/D is based upon the shape factor of the jet, this factor is ignored in TRACG[105].  Assessments 
presented in Reference [105] and Section 6.5.8 provide the justification for this correlation. 

The heat transfer coefficient for the liquid side is based on the analytical solution of the 
heat conduction equation for the thin liquid film.  It should be noted that, because the film is very 
thin (10-4 – 10-5m for typical BWR conditions) the heat capacity is low and the temperature will 
be very close to saturation temperature.  Consequently, the interfacial heat transfer factor model 
is insensitive to the exact value of the heat transfer coefficient on the liquid side.  Similarly, 
when the wall is covered by a film, the vapor core will be close to thermal equilibrium with the 
interface.  Therefore, the vapor temperature is not sensitive to the exact value of the heat transfer 
coefficient on the vapor side. 
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6.5.5 Droplet Flow 

6.5.5.1 Technical Basis and Assumptions 

In this regime, interfacial heat transfer and mass exchange occur at the vapor-to-droplet 
interface.  The interfacial area in the droplet flow regime depends on the number of droplets and 
average droplet diameter.  The volume fraction αd occupied by a droplet is: 

αd = 1 − α (6.5-31) 

The interfacial area in the droplet flow regime depends on the number of droplets and 
average droplet diameter: 

2
id d dA N d= π  (6.5-32) 

The number of droplets Nd is related to the droplet fraction: 

d
d 3

d

6
N

d

α
=

π
 (6.5-33) 

Substituting Equation (6.5-32) into Equation (6.5-31), one obtains the expression for the 
interfacial flow area: 

d
id

d

6
A

d

α
=  (6.5-34) 

Droplet diameter is calculated from the critical Weber number[44].  For low flow rates, the 
relative vapor-liquid velocity is used: 

gjc
d rd2

v rd

vWe
d ; v

v 1

σ
= =

ρ − α
 (6.5-35),(6.5-36) 

For large flow rates where the droplets are created by entrainment from the film, the 
droplet size will be determined by the initial relative velocity as they are entrained from the film 
on the wall.  Since the film velocity is much smaller than the vapor velocity and the void fraction 
is high, the initial relative velocity can be approximated by the total flux (Section 6.1), and the 
droplet diameter is defined as: 

c
d 2

v

We
d

j

σ
=

ρ
 (6.5-37) 

Combining these two expressions, the final equation for the droplet diameter is: 

( )
c

d 2 2
v rd

We
d

max v , j

σ
=

ρ
 (6.5-38) 



NEDO-32176, REVISION 4 
 

MODELS AND CORRELATIONS  6.5  -  Interfacial Heat Transfer 6-78 

As is usually the case[40], the relative velocity vrd is related to the vapor drift velocity gjv  

by: 
0.25

gj
rd 2

v

v g
v 1.41

1

 ∆ρ σ
= =  

− α ρ 
 (6.5-39) 

A maximum critical Weber number for the droplets is typically in the range from 12 to13 
(see References [40] and [44]).  In reality, a spectrum of droplets will exist with a critical Weber 
number of 13 representing the maximum droplet diameter.  The critical Weber number defines 
the maximum stable droplet size; the actual droplet size will therefore be smaller.  A droplet size 
based on half the critical Weber number was chosen as a representative size for the average 
droplet size.  The excellent comparison to void fraction data shown in NEDE-32177P 
demonstrate the applicability of the model.  Comparisons to integral effects LOCA tests such as 
TLTA and FIST as shown in NEDE-32177P also demonstrates the adequacy of the model.  It 
should furthermore be kept in mind, that TRACG is not intended to be conservative but best 
estimate.  Conservative estimates for the critical safety parameters are obtained as described in 
the application methodology LTR. 

Similar to bubbly flow, the Lee-Ryley correlation[103] is used to calculate the interfacial 
heat transfer coefficient at the vapor-to-droplet interface: 

1/3 v rd d
v,d d v d

v

v d
Nu 2 0.74 Re Pr ; Re

ρ
= + =

µ
 (6.5-40), (6.5-41) 

v,d v
iv,d

d

Nu k
h

d
=  (6.5-42) 

The heat transfer coefficient on the liquid side is defined[104] as: 

2
i ,d

d

k2
h 2.7

3 d
= π ⋅�

�
 (6.5-43) 

Equation (6.5-43) is similar to Equation (6.5-12) and is based on the analytical solution of 
the heat conduction equation for a spherical solid particle.  The empirical factor 2.7 is applied to 
account for internal circulation (Section 6.5.3.1).  In the presence of noncondensables, the heat 
transfer coefficient on the liquid side is modified as for the annular flow regime (Section 
6.5.4.1). 

6.5.5.2 Model as Coded 

Calculation of the heat transfer factors (Ah)i�,d and (Ah)iv,d is based on equations 

described in Section 6.5.5.1 and implemented with the following limitation for the droplet 
diameter: 

4 h
d

D
2 10 m d

4
−

• ≤ ≤ . (6.5-44) 
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6.5.5.3 Applicability 

The Lee-Ryley correlation is based on measurements of evaporation of a water droplet 
for the following range of variables:  droplet diameter 0.006–0.03m, droplet Reynolds number 
64–250.  The Lee-Ryley correlation is very consistent with the correlation reported in Reference 
[115], where the heat transfer to spheres is considered over a wide range of conditions:  sphere 
diameter 0.013–0.04m, Reynolds number 20–2000.  A comprehensive review of heat transfer 
data for spheres is also presented in Reference [115].  It is noted in References [103] and [115] 
that the form: 

0.5 1/3Nu 2 B Re Pr•= +  (6.5-45) 

has been firmly established by a number of authors for heat transfer to spherical particles under 
forced convection conditions.  All the available data in the range 20 < Re < 2000 has been best 
fit to obtain the resulting coefficient:  B = 0.63 (heat transfer in air), B = 0.79 (heat transfer in 
water).  The correlation suggested in Reference [115], which covers heat transfer in air and water 
and predicts the data with an error no greater than 10%, has the form: 

0.5 1/3Nu 2 0.72 Re Pr•= +  (6.5-46) 

This correlation is almost identical to the Lee-Ryley correlation (the difference is within 
4%).  Based on results presented in References [103] and [115], it can be concluded that Lee-
Ryley correlation is applicable over the wide range of conditions that would be present in the 
reactor vessel. 

Because of the small droplet diameter, the liquid temperature is very close to saturation 
temperature.  Thus, the interfacial heat transfer model is relatively insensitive to the liquid side 
heat transfer coefficient. 

6.5.6 Annular/Droplet Flow 

In the annular/droplet flow regime, liquid is distributed between the liquid film and 
droplets based on the entrainment model (Section 5.1.1.2).  The total vapor-liquid interfacial area 
is the sum of the vapor-to-liquid film interfacial area and vapor-to-droplet interfacial area.  The 
fraction of the entrained liquid is defined by entrainment coefficient E.  The volume fractions 
occupied by liquid film αf  and droplets αd  are: 

f d(1 ) (1 E) , (1 )Eα = − α − α = − α  (6.5-47) 

If the vapor continuous flow regime exists (α > αtran), the heat transfer factors (Ah)i�,fd 

and (Ah)iv,fd are defined as: 

i ,fd i ,f i ,d

iv,fd iv,f iv,d

(Ah) (Ah) (Ah)

(Ah) (Ah) (Ah)

= +

= +

� � �

 (6.5-48),(6.5-49) 

where heat transfer factors for the film and droplet regimes are defined in Section 6.5.3.1 and 
6.5.4.1. 
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In the presence of noncondensables, the heat transfer coefficient on the liquid side is 
modified as for the annular flow regime (Section 6.5.4.1). 

6.5.7 Transition to Annular Flow 

In the transition region (αtran – 0.1 < α < αtran), linear interpolation for the heat transfer 
factors is applied to provide smooth transition from the liquid continuous to vapor continuous 
flow regime. 

6.5.8 Free Surface in Vertical Pipes or 3D Cells 

6.5.8.1 Technical Basis and Assumptions 

When a level is established in a vertical pipe or 3D cells, natural, or free, convection is 
observed in the vicinity of the level.  TRACG provides the capability to calculate heat and mass 
exchange at the free surface.  Free-convection heat-transfer coefficients can generally be 
represented as a function of Grashof and Prandtl numbers for a variety of circumstances: 

Nu = Nu (Gr . Pr) (6.5-50) 

For flat plates, McAdams[134] proposes the general form 

( ) 2k

1Nu k Gr Pr= ⋅  (6.5-51) 

where the constants k1 and k2 depend on the value of (Gr . Pr) and whether the plate is heated or 
cooled from above or below.  For applications to plates, the characteristic length (L) is taken to 
be the average of the length and the width and the heat transfer coefficient is calculated as: 

Nu k
h

L

⋅
=  (6.5-52) 

Holman’s correlation for the average heat transfer coefficient for horizontal plates obtained from 
Table 7-2 of Reference [107] is a specialized application of Equations (6.5-50) and (6.5-52).  In 
SI units, Holman’s expression is 

1/3h 1.43( T)= ∆  (6.5-53) 

This correlation was modified to simulate natural free convection in a medium other than air by 
multiplying by the ratio of the conductivities: 

1/3v

air

k
h 1.43 ( T)

k
= ∆  (6.5-54) 

Using a value of 0.03175 for the conductivity of air at 373K, the above expression becomes: 

1/3 1/3v
v

k
h 1.43 ( T) 45.04k ( T)

0.03175
= ∆ = ∆  (6.5-55) 
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 A similar expression for the heat transfer coefficient to the liquid is obtained by substituting the 
liquid thermal conductivity for the vapor thermal conductivity.  The following two simple 
expressions are obtained for the heat transfer coefficient at a free surface: 

0.3333 0.3333

iv v v sat i satH = 45.04k  T  - T  ;   H  = 45.04k T  - T
� � �

 (6.5-56),(6.5-57) 

Further discussion of the simplistic correlation attributed to Holman is not warranted 
since it has been replaced as the default model by McAdams’ more general form indicated in 
Equation (6.5-51). 

Once the heat transfer coefficient is determined for steam and water, the Sparrow-Uchida 
degradation factors are applied to account for how the pressence of noncondensable gases 
reduces the interfacial heat transfer.  The Sparrow-Uchida degradation factors are a blending of 
the degradation factors due to Sparrow at low concentrations of noncondensable gases to the 
degradation factors due to Uchida at high noncondensable gas concentrations. 

The Sparrow-Uchida degradation factors are tabulated in the code versus the ratio of air-
to-steam density and are presented graphically in Figure 6-13 together with the curves of the 
degradation factors attributed individually to Uchida and Sparrow.  The curve marked “Sparrow 
100” in Figure 6-13 is obtained from Figure 10.4 from Collier[147].  Collier attributes this and 3 
other curves shown in his Figure 10.4 to Minkowycz and Sparrow.  The “Sparrow 100” curve 
that is shown here is the forced convection curve corresponding to a bulk mixture temperature of 
100 C.  It is clear that all four of the “Sparrow” curves shown by Collier are for relatively low 
mass fractions for air in steam over the range from 0.0 to 0.1. 

The Uchida correlation for the overall heat transfer coefficient is defined by (6.6-106).  It 
cannot apply for relatively low air mass fractions because it obviously predicts the wrong trend 
as the mass of air approaches zero and in fact is undefined in the limit of zero air mass.  For 
Uchida, the functional form of the degradation factor is obvious but the composite heat transfer 
coefficient (HTC) must be divided by the undegraded heat transfer coefficient (HTCo) to obtain 
the degradation function.  Appropriate values for HTCo are in the range from around 40 to 70 
(W/m2/K).  The plots presented in Figure 6-13 use HTCo = 64.19 to covert the Uchida heat 
transfer coefficient expression into the degradation function because this value causes the Uchida 
degradation factor to match the Sparrow factor for the higher ratios of air mass to steam mass. 

6.5.8.2 Model as Coded 

Calculations of the interfacial heat transfer at a free surface are encoded as described in 
Section 6.5.8.1.  Holman’s simplistic expression may still be selected via user input; however, 
the default model has been changed to evaluate the heat transfer coefficient directly from 
Equation (6.5-52) where the Nusselt number is evaluated from Equation (6.5-51).  This change 
provides for a wider applicability to other fluids because the fluid properties are reflected in the 
calculation of the of Grashof and Prandtl numbers. 

The Sparrow-Uchida degradation factors are tabulated in the code versus the ratio of air-
to-steam density.  Linear interpolation between the tabulated values is used to determine the 
degradation factors for air-to-steam density ratios not explicitly given in the table. 
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Figure 6-13. Sparrow-Uchida Degradation Factor 

 

6.5.8.3 Applicability 

Holman’s correlation (Equations (6.5-56) and (6.5-57)) has been derived for turbulent 
flow with Gr.Pr > 109.  McAdams considers the range 105 < Gr.Pr < 3x1010 by applying different 
values for the constants k1 and k2 in Equation (6.5-51).  The main limitation is that these 
correlations derived from heated and/or cooled plates are being applied for modeling the 
interfacial heat transfer on a stratified surface where the effective heat transfer can be enhanced 
by several orders of magnitude because of  the effect of ripples at the surface.  Fortunately, even 
with these enhancements the interfacial heat transfer at a stratified surface is typically small 
relative to the interfacial heat transfer for drops and bubbles where the heat transfer area can be 
many orders of magnitude larger.  The applicability is evaluated through the qualifciation of the 
models against relevant data.  For containment applications in particular, TRACG is seen to 
grossly underestimate the interfacial heat transfer on a stratified surface; nevertheless, this 
deficiency does not significantly impact the pressures and temperatures. 

The Uchida-Sparrow degradation factors are intended for use as a best-estimate 
(unbiased) model for heat transfer degradation due to noncondensable gases at a stratified 
mixture-vapor surfaces corresponding to a water level.  The uncertainty for the Uchida-Sparrow 
degradation factors is estimated to be bounded by the uncertainty for the heat transfer 
coefficients determined from the K-S-P correlation.  Since K-S-P has an overall uncertainty of 
17.6% for steam-air tests but only 7.4% for pure steam tests, the RMS difference attributed to the 
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degradation factor is estimated to be 16%.  A value of 20% is suggested in Section 6.6.11.3 as an 
appropriate uncertainty for the degradation in the heat transfer coefficient due to the presence of 
noncondensable gases.  An uncertainty of this magnitude is also supported based on a 
comparison of the overall heat transfer coefficient as shown in Figure 6-37.  Most of the work 
that has been done to determine the degradation due to noncondensable gases has been done at 
relatively low pressures.  At higher pressures degradation becomes less important; therefore, the 
heat transfer coefficient is conservatively under-estimated by using expressions developed based 
on data at lower pressures.  

6.5.9 Horizontal Stratified Flow in a Pipe 

6.5.9.1 Technical Basis and Assumptions 

In a horizontal pipe stratified flow will exist if the void fraction is greater than a critical 
void fraction given by a critical Froude number (Section 5.1.3). 

For horizontal stratified flow the interfacial area per unit volume is approximated from 
the void fraction by: 

i
h

16 (1 )
A

D

α − α
=

π
 (6.5-58) 

The interfacial heat transfer is calculated using the same correlations as for annular flow. 

Equation (6.5-58) is based on the following assumptions.  When stratified flow exists in a 
horizontal pipe and the pipe is either almost empty or almost full, the surface will either be very 
close to the bottom of the pipe or very close to the top.  For these conditions, it is assumed that 
the surface is smooth.  When the pipe is half full, it is assumed that surface waves exist and that 
the impact of the surface waves is to double the surface area.  Figure 6-14 shows the void 
fraction, the surface area per unit volume assuming a smooth surface, the surface area per unit 
volume assuming a wavy surface and Equation (6.5-29) as function of the liquid height. 
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Figure 6-14. Surface Area for Stratified Flow 

 

It is seen that Equation (6.5-58) approaches the smooth surface area for α approaching 
either 0.0 or 1.0 and that Equation (6.5-58) approaches the wavy surface for α=0.5. 

6.5.9.2 Model as Coded 

The calculation of the interfacial heat transfer for horizontal stratified flow is encoded as 
described in Section 6.5.9.1. 

6.5.9.3 Applicability 

The applicability of the interfacial heat transfer for horizontal stratified flow is assumed 
to be the same as the applicability for annular flow, and evaluated through assessment. 

6.5.10 Upper and Lower Limits for the Interfacial Heat Transfer 

In order to avoid numerical difficulties, upper and lower limits have been implemented 
for the interfacial heat transfer.  A lower limit has been implemented to maintain some coupling 
(mass and energy) between the liquid and vapor field for all conditions.  The lower limits are 
given by: 
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Upper limits have been implemented to prevent the partial differential equations from 
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It is recognized that there is no physical basis for these limits; they have been 
implemented strictly for numerical reasons.  The limits, however, have been chosen such that 
there is no impact on the heat transfer for all reasonable scenarios for BWRs. 

6.5.11 Assessment and Application to BWR 

Separate assessment of all the models and correlations incorporated into the interfacial 
heat transfer model is not possible because of the limited range of test data.  Test data for the 
separate effects are described in the previous sections.  The overall assessments of the TRACG 
interfacial heat transfer model can be performed by selecting a set of steady state and transient 
regimes with a strong dependency on the interfacial heat transfer.  This approach is typical and 
has been used by TRAC-PF1[105] developers by selecting the test cases with ECC injection to 
qualify the interfacial heat transfer model.  The assessments include examples of sub-cooled 
boiling and film boiling where interfacial heat transfer effects are significant. 

To assess the interfacial heat transfer model for the bubbly flow regime, the Christensen 
data[109] have been used.  In Christensen’s tests, sub-cooled single-phase liquid was fed into a 
heated tube with a rectangular cross section.  The void fraction was measured at various axial 
locations along the channel.  Two tests were chosen for the comparisons, and the test conditions 
are summarized in Table 6-8. 

The controlling phenomena in these tests are interfacial heat transfer, interfacial shear 
and sub-cooled boiling heat transfer. 

Table 6-8.  Christensen Test Conditions 

 Test 1 Test 2 

Hydraulic Diameter 0.018 m 0.018 m 

Pressure 5.51 MPa 6.89 MPa 

Inlet Mass Flux 882 kg/(m2-s) 873 kg/(m2-s) 

Inlet Equilibrium Quality -0.04 -0.04 

Heat Flux 495 kW/m2 495 kW/m2 

The comparisons between the measured and calculated void fractions as a function of the 
equilibrium quality are given in Figure 6-15 and Figure 6-16.  The agreement is seen to be 
excellent.  The rate of vapor generation substantially depends on interfacial heat transfer.  The 
void fraction in the sub-cooled (interfacial heat transfer between bubbles and sub-cooled liquid) 
and saturated boiling (interfacial heat transfer between bubbles and saturated liquid) regions is 
well predicted.  The good agreement with the data demonstrates the adequacy of TRACG 
models. 

To assess the interfacial heat transfer model for the droplet flow regime, the experimental 
test data from the Thermal Hydraulic Test Facility (THTF)[110] at Oak Ridge National Laboratory  
have been used.  The THTF is an experimental test loop designed to represent typical Pressurized 
Water Reactor (PWR) fuel bundles.  Although the initial pressure is significantly higher than that 
encompassed in typical BWR transients, it has many of the features, which are important to film 
boiling.  It is also a well-instrumented heated bundle experiment, which includes a sustained 
period of forced convection film boiling heat transfer over a wide range of conditions.  The test 
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section consists of a 3.66 meter fuel channel with 60 heated and 4 unheated rods.  The axial 
power profile is flat.  The channel inlet flow and system pressure, as well as heater rod 
temperatures, were measured in the tests.  To measure in-bundle fluid temperature, 
thermocouples that extend a short distance from the rod surface into the fluid were used.  In-
bundle fluid temperatures were measured using thermocouples mounted on the spacer grid and at 
the bundle exit. 

 
[[ 

]] 

Figure 6-15. Comparison of TRACG with Christensen Test, 5.5 MPa 
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[[ 

]] 
Figure 6-16. Comparison of TRACG with Christensen Test, 6.9 MPa 

 

Test 3.08.6C from Reference [110] was chosen for the comparisons.  In this test, the 
power was maintained at 2.4 MW for the first 7 seconds.  It was then raised to 7.8 MW over a 
period of 1.5 seconds, and then held at that level until 27.6 seconds and then decreased to 3.2 
MW at 32 seconds.  Following the power increase, boiling transition occurred, and the rods 
underwent a rapid temperature increase.  The temperature peaked and turned over at the time the 
power was reduced.  During film boiling heat transfer heat flux at the rod surface is a function of 
vapor temperature.  The vapor temperature is a strong function of the interfacial heat transfer 
between vapor and liquid droplets.  Therefore, the controlling phenomena in this test are film 
boiling and interfacial heat transfer (droplet regime). 

Comparisons between the calculated and measured rod surface temperatures for two 
different elevations and calculated vapor temperature and measured in-bundle temperature at the 
channel exit are given in Figure 6-17.  It is seen that the initial temperature increase is very well 
predicted, indicating that wall heat transfer is accurately calculated during this time. Beyond 15 
seconds the calculated temperature continues to increase after the measured temperature has 
stopped increasing and has begun to decrease for the 2.4m location. As a result, TRACG 
overpredicts the measurement by [[  ]], respectively, at the two elevations.  These 
are not systematic errors because the comparisons for THTF test 3.06.06B in Section 3.2.1 of 
Reference [6] reveals the opposite trend.  In the comparisons for test 3.06.06B, a reduction in the 
calculated rate of temperature increase occurring 2 seconds earlier than the data causes the peak 
temperatures to be underpredicted by [[  ]], respectively, at the 2.4m and 3.6m 
measurement locations. 
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The calculated vapor temperature at the channel exit for THTF test 3.08.6C starts to 
superheat slightly when the power is increased whereas the measurement continues to follow the 
saturation line until the pump is shut off at around 30 seconds.  The superheat transient following 
pump shutoff is well predicted by TRACG. The calculation shows a peak in the vapor 
superheating consistent with data.  Generally, the calculated superheat is consistent with data, 
demonstrating the adequacy of the interfacial heat transfer model.  The difference between the 
calculated and measured vapor superheat could be caused by either an under-prediction of the 
interfacial heat transfer, or the impact of droplets on the thermocouples. 

[[ 

]] 
Figure 6-17. Comparison of TRACG with THTF Test 3.08.06C 

 

To further assess the interfacial heat transfer model, data from the PSTF test facility[99] 
(LOCA transient) have been used.  The PSTF facility consists of a 4.27m tall vessel with an 
internal diameter of 1.19m.  A blow-down pipe is connected to the bottom of the vessel at an 
elevation of 0.76m and could be fitted with nozzles of various diameters ranging from 0.054 to 
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0.092m.  In some of the tests, the blow-down pipe contained a vertical section with a diameter of 
0.25m, and the inlet to the pipe was in the upper part of the vessel at an elevation of 3.2m.  For 
the cases where the blow-down pipe contained the vertical section, the break flow was primarily 
steam flow, and the system depressurized quickly, depending on the size of the nozzle.  In these 
tests, the liquid in the vessel flashed, causing liquid level to rise initially and subsequently 
subside again toward the end of the depressurization.  Test 5801-15 from Reference [99] was 
chosen for the comparisons and the test conditions are summarized in Table 6-9. 

Figure 6-18 shows a comparison between the measured and calculated pressure.  The 
depressurization, including the initial undershoot, is very well predicted by TRACG.  This 
pressure undershoot due to delayed flashing depends mostly on interfacial heat transfer.  The 
good agreement with data indicates the adequacy of the heat transfer model. 

Table 6-9.  PSTF Test Conditions 

Test Nozzle Size (m) Initial Pressure (MPa) Initial Level (m) 

5801-15 0.0635 7.3 1.67 

 
[[ 

]] 
Figure 6-18. PSTF Test 5801-15, Pressure 

 

To show the adequacy of the interfacial heat transfer model during rapid depressurization 
transients, the Edwards blow-down test[113] has been simulated with TRACG.  This test is 
considered as a standard for these kinds of transients.  The test section consists of a 4.096m long 
horizontal pipe with an inner diameter of 0.073m.  The test section is filled with liquid, heated 
and pressurized to 7.0 MPa.  During the transient, the pipe is depressurized through the open end 
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in approximately 0.6 sec.  Similar to PSTF test, the pressure undershoot observed in the test 
depends mostly on interfacial heat transfer.  Comparison between pressure calculated by 
TRACG and measured is shown in Figure 6-19.  It is seen that the initial pressure drop is very 
well predicted. 

 
[[ 

]] 
Figure 6-19. Edwards Test, Pressure 

 

Sub-cooled CCFL tests are indicative of the applicability of the interfacial heat transfer 
model.  A comparison to data from the CSHT[145] test facility is used.  The CSHT test section 
consists of a single, full-scale 8x8 fuel channel made up of 64 simulated fuel rods.  The tests 
performed to examine the effect of liquid subcooling were run at zero bundle power with 
injection water temperatures varying from near saturation to subcoolings in excess of 60 K. The 
injected liquid flow was fixed at a nominal value of 0.63 kg/s (10 gpm). Each test run consisted 
of between 20 and 30 individual tests with increasing inlet steam flows between 0 and 0.113 kg/s 
at a prescribed nominal subcooling of the injected liquid. Over the entire range of liquid 
subcoolings and inlet steam flows tested, the system pressures ranged from atmospheric to 
approximately 1.6 atm. The system pressure increased with increasing steam flow and decreasing 
liquid subcooling because of the pressure loss in the vent that conveyed steam from the upper 
plenum to the atmosphere. 

When the steam flow exceeds the condensation capacity of the injected liquid flow, a 
pool of saturated liquid forms above the UTP and the system behavior becomes the same as for 
saturated liquid injection.  The saturated liquid injection data can be fitted[112] by the Kutateladze 
correlation curve: 
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vK m K K+ − =
�

 (6.5-59) 

The liquid down-flow for the sub-cooled liquid injection case is also given by the same 
equation, when the steam flow exceeds the condensation capacity of the liquid, Wcond, which is 
given by: 

cond p
fg

T
W W C

h

∆
= �

� �
 (6.5-60) 

When the steam flow is less than the condensation capacity of the liquid, all the steam is 
condensed and the drainage is equal to the sum of the liquid and the steam flow as follows: 

drain gW W W= +
�

 (6.5-61) 

Figure 6-20 shows the liquid drain flow plotted against the injected steam flow with the 
subcooling of the injected liquid as a parameter.  The loci shown in the figure fall along three 
paths: (1) a straight line representing the linear increase in condensation corresponding to 
Equation (6.5-60) as the liquid subcooling increases; (2) a vertical line representing the cutoff 
where the steam flow is just equal to the condensing capacity (0.074 kg/s) of the injected liquid 
flow at the maximum subcooling of 63.1 K;  and (3) a curve representing Equation (6.5-59) 
[[  ]].  The calculated results shown by the solid curve and the dashed 
lines show excellent agreement with the data along the CCFL curve for saturated liquid and sub-
cooled liquid lines with the steam flow exceeding the condensation capacity of the liquid.  For 
sub-cooled liquid and steam flow rates less than the condensation capacity, the liquid drainage is 
seen to match the sum of the liquid and steam injection.  In conclusion, the TRACG interfacial 
heat transfer models provide the right condensation rate for saturated CCFL, as well as sub-
cooled CCFL breakdown. 

On combining the theoretical basis and applicability of the individual models for the 
interfacial heat transfer with the assessment, the following range of applicability can be defined: 

Bubbly/Churn Flow 

Pressure [[       ]] 

Flow rate [[      ]] 

Dimension [[        ]] 

Void fraction [[       ]] 

where αtran ≈ 0.65 represent the transition to annular flow. 
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[[ 

]] 
Figure 6-20. TRACG Prediction of CCFL 

 

The liquid side heat transfer has been evaluated from sub-cooled boiling, flashing, and 
sub-cooled CCFL.  The liquid side heat transfer coefficient can be justified from [[  

 ]] and [[    ]].  Since the model is based on first 
principle models for flow around a spherical particle in an infinite medium it is reasonable to 
extend the model for pressure to [[  ]] and hydraulic diameter to [[  ]] as 
indicated above.  For the vapor side, the model is not sensitive to the exact value of the heat 
transfer.  The vapor will be very close to thermal equilibrium with the interface at saturation 
temperature, as a result of the relatively large value of the heat transfer coefficient and low heat 
capacity of the bubbles.  Combining this with the first principle model for the conductive and 
convective heat transfer in the bubble justifies the above application range. 

Dispersed Annular Flow 

Pressure [[       ]] 

Flow rate [[      ]] 

Dimension [[        ]] 

Void fraction [[        ]] 

For this flow regime, the liquid will be very close to thermal equilibrium with the 
interface at saturation temperature and the model is not sensitive to the exact value of the heat 
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transfer coefficient.  Using similar arguments as for the vapor side heat transfer coefficient for 
bubbly flow, the above application range can be justified.  For the vapor side only the heat 
transfer to droplets for film boiling is significant.  If the wall is covered with a film, the vapor 
will be close to thermal equilibrium with the interface at the saturation temperature and the 
results are not sensitive to the value of the heat transfer coefficient. 

For film boiling the vapor side heat transfer coefficient has been tested extensively using 
the THTF tests for high pressure and flow and the core spray heat transfer (CSHT[145]) tests for 
low pressure and flow.  The THTF and CSHT testing is for small hydraulic diameters; however, 
given the first principle model based on flow over a spherical particle in an infinite medium it is 
reasonable to extrapolate the model to large hydraulic diameters. 

Stratified Annular Flow 

Stratified horizontal flow is generally not important in a BWR.  The only location where this 
flow regime is significant is for the vent pipe in containments with horizontal vents.  For 
horizontal vents the flow is virtually adiabatic and the two phase flow will be close to thermal 
equilibrium.  The simulation of the vent in TRACG has been tested extensively as part of 
TRACG qualification against PSTF, GIRAFFE and PANDA test data (see References [6] and 
[7]).  This justifies the following application range for horizontal stratified flow: 

Pressure [[       ]] 

Mass flow [[       ]] 

Dimension [[       ]] 

Void fraction [[        ]] 

Free Surfaces 

Free surfaces will occur in a BWR in the mixing region during normal operation, in various 
regions of the vessel during the refill/reflood phase of a LOCA and in the containment 
suppression pool.  Free surfaces will also exist for the GDCS, PCC and ICC pool in an ESBWR 
containment. 

Generally, the heat transfer at free surfaces is small and has negligible impact on the 
overall system performance.  Testing involving free surface heat transfer has been conducted for 
the TLTA, FIST, and SSTF integral test facilities, Peach Bottom and Hatch plant tests as 
described in the TRACG Qualification LTR

[6].  Additional testing that is applicable to the 
ESBWR includes tests from the GIST[7], GIRAFFE and PSTF integral test facilities and the 
PSTF and PANDA[7] containment test facilities.  This testing justifies using the same application 
range as for bubbly and dispersed annular flow. 

Given the above ranges the applicability of interfacial heat transfer models to BWR 
regions are summarized in Table 6-10. 
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Table 6-10.  Applicability of Interfacial Heat Transfer Models to BWR Regions 

Range of Conditions 

Region Flow Regimes Size (m) 

P (MPa) G (kg/m2-sec) Void 

Lower Plenum C CA/CE CA C C 
GT C CA CA C C 
Core CA C CA C C 
Bypass C C CA C C 
Upper Plenum CA CA/CE CA CA CA 
Mixing Region C CA/CE CA C C 
Steam Dome C CA/CE CA C C 
Steam Line C CA CA C C 
Downcomer C CA CA C C 
Recirculation Loop C CA CA CA C 
Drywell C CE CA C C 
Wetwell Air Space C CA/CE CA C C 
Suppression Pool CA CA/CE CA C CA 
Main Vents CN C CA CN CN 
ESBWR Chimney CA CA/CE CA CA CA 
Legend: 
C = Correlation database and separate effects tests cover range 
CA = Correlation supplemented by assessment covers range 
CE = Correlation supplemented by reasonable physical basis 
CA/CE = Assessed against geometrically scaled data 
CN = Correlation range limited but phenomenon not significant 
N/A = Correlation not applicable over range 
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6.6 Wall Heat Transfer 

This section describes all models used in TRACG for the exchange of energy between the 
fluid and the solid walls of each hydraulic volume.  The basis for the correlations, the situations 
to which they apply, and their implementations are discussed. 

6.6.1 Background 

Wall heat transfer encompasses many different regimes, including (1) single-phase heat 
transfer (liquid or gas, forced or natural circulation), (2) two-phase heat transfer (nucleate 
boiling, film boiling, condensation) and (3) thermal radiation.  Most of these are contained in 
what is referred to as the boiling curve shown in Figure 6-21.  Actually, a single curve in the 
figure is representative of a family of curves that depend on the flow rate with higher curves 
corresponding to higher flow rates. 

Figure 6-21. Boiling Curve 
 

• The left most part of the curve represents single-phase convection to liquid in which 
the fluid motion can result from an imposed pressure difference or can result from 
density differences (natural convection). 
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• As the wall temperature rises sufficiently above the saturated conditions, nucleate 
boiling occurs.  Initially, the bulk liquid may still be sub-cooled.  This regime is also 
called the isolated bubble regime and is characterized by high heat transfer rates.  
Bulk saturated nucleate boiling and forced convection vaporization are other boiling 
regimes. 

• The critical heat flux (CHF) occurs when the heat flux reaches a maximum prior to 
degradation in heat transfer. 

• As the wall temperature increases past the point of the CHF, transition boiling occurs.  
At low vapor content, this phenomenon is known as Departure from Nucleate Boiling 
(DNB).  In this regime, the local vapor generation is so great that the drag on the 
liquid moving toward the surface prevents it from completely wetting the surface.  As 
a result, the heat transfer decreases.  For BWRs, high quality CHF is more relevant.  
This corresponds to the dryout of the liquid film at the wall, resulting in reduced heat 
transfer.  In an increasing heat flux experiment, transition boiling would not be 
encountered.  The local minimum at the end of the transition-boiling regime is termed 
the minimum heat flux or the minimum stable film boiling temperature. 

• When the entire boiling surface becomes blanketed with vapor, the regime is the film-
boiling regime.  The heat flux then begins to increase with increasing superheat, and 
radiation effects become more important. 

• Convection to single-phase (super-heated) steam. 

The heat transfer in each of these boiling regimes or the transition points between 
regimes are predicted by correlations developed specifically for a particular regime.  For a given 
set of local thermal-hydraulic conditions, a unique wall heat transfer mode is assigned.  In a 
similar manner to the boiling curve, the heat transfer at the wall is divided into the following 
modes: 

• Single-phase liquid convection mode 

• Sub-cooled and nucleate boiling mode 

• Transition boiling mode 

• Film boiling mode 

• Single-phase vapor convection 

Additionally, the following modes of heat transfer are considered: 

• Condensation 

• Thermal radiation 

• Quenching heat transfer 

Each mode has a correlation to predict the amount of heat transfer.  Sections 6.6.3 
through 6.6.13 discuss each correlation along with its implementation and applicability.  Section 
6.6.2 discusses the logic selection and Section 6.6.15 assesses the correlations. 
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6.6.2 Heat Transfer Selection Logic 

The wall heat transfer coefficient depends on the fluid condition and the wall conditions 
(Table 6-11 and Figure 6-22):  

For single-phase liquid (α = 0), convective heat transfer will exist up to the point of net 
vapor generation for sub-cooled boiling ( dh h=

� �
). 

For two-phase flow with void fractions below the transition to annular flow (Section 
5.1.1), several heat transfer regimes can exist.  For sub-cooled wall temperatures, liquid 
convection will exist at the wall while condensation will take place at the bubble interface if 

satT T<
�

.  For superheated wall temperatures up to the point of boiling transition, either sub-

cooled (xe<0) or nucleate boiling (xe>0) will exist dependent on the equilibrium quality.  

Nucleate boiling will exist up to the point where boiling transition occurs ( e c w CHFx x and T T< <  

dependent on the boiling transition correlation).  If boiling transition has occurred, transition 
boiling will exist if the wall temperature is less than the minimum point on the boiling curve 
( w minT T< ) and sufficient liquid is present for rewet ( e cx x< ); otherwise, film boiling will exist. 

For two-phase flow conditions with void fractions above the transition to annular flow, 
several heat transfer regimes can exist.  For sub-cooled wall temperatures, film condensation will 
occur.  For superheated wall temperatures up to the point of boiling transition, forced convection 
vaporization will exist.  Forced convection vaporization will exist up to the point where boiling  

 

Table 6-11.  Selection Logic for Wall Heat Transfer 

 Wall Conditions 

Fluid 

Condition 
No Boiling Transition Boiling Transition 

Flow Regime Tw < Tsat Tsat  < Tw < 
TCHF 

TCHF < Tw < 
Tmin 

Tmin < Tw 

0α =  Liquid 
Convection 

Liquid 
Convection  

N/A N/A 

tran0 < α < α  Liquid 
Convection 

Sub-cooled/ 
Nucleate 
Boiling 

Transition 
Boiling 

Film Boiling 
 

tran 1α < α <  Condensation Forced 
Convection 
Vaporization 

Transition 
Boiling 

Film Boiling 

1α =  N/A Vapor 
Convection 

Vapor 
Convection 

Vapor 
Convection 
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Figure 6-22. Selection Logic for Wall Heat Transfer Coefficient 

 

transition occurs ( e c w CHFx x and T T< <  dependent on the boiling transition correlation).  If 

boiling transition has occurred, transition boiling will exist if the wall temperature is less than the 
minimum point on the boiling curve ( w minT T< ) and sufficient liquid is present for rewet 

( e cx x< ); otherwise, film boiling or vapor convection will exist. 

The partitioning of the wall heat transfer between the phases is based on the fraction of 
the surface area in contact with the respective phase.  For the heat transfer regimes indicated in 
Table 6-11 and for most flow regimes, the heat transfer is either entirely to the liquid or to the 
vapor.  For the liquid continuous flow regimes, all the heat transfer is to the liquid.  For the vapor 
continuous flow regimes, the energy is deposited in the vapor phase.  Only for transition boiling 
during rewet, the wall heat transfer is weighted between heat transfer to the vapor and heat 
transfer to the liquid as described in Section 6.6.8. 

For single-phase vapor (α=1), convective heat transfer will exist for all wall temperatures 
above the saturation temperature ( w satT T> ). 

When the wall goes into boiling transition ( e c w CHFx x and T T> >  dependent on the 

boiling transition correlation), the heat transfer regime will change from nucleate boiling to film 
boiling.  Transition boiling will only be entered from the film-boiling mode if two criteria are 
met:  (1) the wall temperature is sufficiently low ( w minT T< ) and (2) there is sufficient liquid to 

allow rewet ( e c w CHFx x and T T> > ). 

6.6.3 Single-Phase Convection to Liquid 

Liquid single-phase wall heat transfer is broken down into three different categories:  
(1) laminar forced convection; (2) turbulent forced convection, and (3) natural convection. 
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6.6.3.1 Technical Basis and Assumptions 

The heat transfer to liquid is given by the maximum heat transfer coefficient calculated 
by the liquid laminar; natural convection and turbulent heat transfer correlations: 

{ },turb ,1am ,freeh =max h  , h  , h
� � � �

 (6.6-1) 

Laminar flow heat transfer is given by the Rohsenow-Choi[118] equation: 

,1am
h

k
h =4.0 

D
�

�
 (6.6-2) 

This represents a compromise between the analytical solutions for uniform wall heat flux 
(Nu = 4.364) and for constant surface temperature (Nu = 3.658).  The solutions were developed 
for a fully developed parabolic profile and therefore are suitable for only laminar flow. 

For turbulent flow, the heat transfer is given by the Dittus-Boelter[119] correlation: 
0.8 0.4

p,h
,turb

h

Ck G D
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 (6.6-3) 

For natural convection flows, both laminar and turbulent, the heat transfer is given by 
Reference [120]: 

0.333

p, w

,free

g   C  T T
T

h  = 0.12 k
 k

∂ρ 
− ρ − ∂ 

 
µ 

  

�

� � �

�

� �

� �

 (6.6-4) 

6.6.3.2 Model as Coded 

Calculations of the heat transfer coefficient to the liquid h� are based on equations 

described in Section 6.6.3.1.  The Chen correlation (Section 6.6.4.1) is used to calculate heat 
transfer coefficient for the turbulent flow h�,turb.  The value of the Chen F-factor is set equal to 

one and the microscopic term is set to zero.  Under these conditions, the Chen correlation 
transforms into Dittus-Boelter correlation. 

6.6.3.3 Applicability 

As stated above, the Rohsenow-Choi correlation was derived analytically for laminar, 
parabolic flow in a circular tube.  The analytic solutions for noncircular cross-sectional 
geometries are similar to Rohsenow-Choi for aspect ratios not greater than 3.  For aspect ratios 
greater than 3, Rohsenow-Choi will under-predict heat transfer; up to 50% for very large aspect 
ratios.  At low flow rates, natural convection forces may distort the parabolic profile assumed in 
Rohsenow-Choi.  This will likely cause Rohsenow-Choi to under-predict heat transfer.  If 
Equation (6.6-4) predicts a higher heat transfer coefficient, then TRACG will use that value. 
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A large database exists for single-phase turbulent heat transfer.  Figure 6-23 shows a 
comparison of Dittus-Boelter with data from Reference [121].  Typically, the Dittus-Boelter 
correlation represents the data within ±25%.  The correlation has been successfully and widely 
used for over 50 years for both nuclear and non-nuclear applications.  It was originally developed 
for turbulent flow in smooth tubes for application to automobile radiators.  For moderate 
temperature differences, the correlation is valid for forced flows[122] within the following ranges: 

0.7 < Pr < 160 

Re > 6000 

L/D > 60 

For moderate to high temperature differences, Dittus-Boelter appears to over-predict heat 
transfer for gases[123] by 10 to 25%.  The correlation uses the bulk temperature of the fluid to 
determine the thermodynamic properties.  Some authors recommend a property correction for 
wide temperature differences[124].  However, the correlation for many practical cases of interest 
can be used without any property correction to yield reasonably accurate estimation of the single-
phase heat transfer coefficients in rod bundles[112]. 

In the development of the correlation, the entrance effect was neglected and is similarly 
neglected in the application in the code.  For turbulent flow, the effects of the entrance flow are 
generally small.  For flows over small lengths, the entrance region will have a more pronounced 
effect and the correlation will under-predict the actual heat transfer. 
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Figure 6-23. Dittus-Boelter Correlation Plotted Along with Data for Forced, 

Turbulent Convection in Tubes 
 

Transition from laminar flow in pipes to turbulent flow in pipes is generally viewed to 
occur at Re = 2300.  Laminar flows can be maintained to Reynolds numbers an order of 
magnitude larger than 2300 if the surfaces are smooth and there are no disturbances.  Flows in 
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the range 2300 < Re < 6000 often oscillate between laminar and turbulent flow.  As a result the 
spread in experimental data in this range is large and no known correlations exist in this 
transition region.  However, for practical applications, pipes will not be smooth or will be of a 
varying shape or diameter.  This will tend to cause laminar flows near or greater than Re = 2300 
to become turbulent.  For this reason, a sensible approach is to take the maximum of the laminar 
and turbulent correlations. 

The natural convection correlation used in TRACG was developed for use for turbulent 
natural convection for values of GrPr greater than 108.  The form of this correlation, (GrPr)0.33, 
was analytically derived by Bailey[128] using a turbulent integral analysis.  Figure 6-24 shows that 
the correlation agrees well with data for GrPr greater than 107.  As GrPr decreases, the 
correlation will under-predict the data by an increasing amount.  The code logic is to pick the 
largest heat transfer coefficients predicted by the turbulent, laminar and natural convection 
correlations.  Below GrPr = 4.1 x 104, the heat transfer coefficient is based on Nu = 4.0 because 
the value predicted by Equation (6.6-4) will be less than Nu = 4.0.  The correlation agrees with 
the data in Figure 6-24 above GrPr = 4.1 x 104 to approximately 65%.  This is the recommended 
value to be used in any sensitivity studies.  It should be noted that results of turbulent 
correlations at identical conditions can vary by 100% (see Reference [125]). 

 

Figure 6-24. Fishenden and Saunders Correlation (Equation (6.6-4)) Plotted 

against Natural Convection Data for Vertical Surfaces  
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Equation (6.6-4) was developed for vertical flat plate natural convection.  According to 
Gebhart[126], the error in applying it to vertical cylinders is less than 5% when 

0.25D
35 (Gr)

L
−≥ ⋅  (6.6-5) 

While there is no known experimental basis for applying this correlation to internal flow, 
RELAP5/MOD2[139] applied a similar correlation to internal flow with apparent success.  The 
form of the equation, (GrPr)0.33, makes the heat transfer coefficient independent of the chosen 
characteristic length. 

6.6.4 Sub-cooled and Nucleate Boiling 

For sub-cooled boiling and nucleate boiling, the heat transfer is given by Chen's 
correlation[129].  The technical basis for the Chen correlation is discussed by Carey[127].  An 
option is available to use the Forster-Zuber correlation[130] for pool boiling in the IC and PCC 
pools. 

6.6.4.1 Technical Basis and Assumptions 

Chen argued that the heat transfer coefficient for saturated convective boiling is equal to 
the sum of the macroscopic (bulk convective) contribution hmac and the microscopic (nucleate 
boiling) contribution hmic: 

q"w,�  = F hmac (Tw - T�) + hmic (Tw - Ts(P)) (6.6-6) 

where F is a factor that modifies the convective part to account for increased heat transfer due to 
agitation caused by vapor bubble formation.  

The macroscopic or convective portion is represented by the Dittus-Boelter correlation 
(Equation (6.6-3)).  The microscopic contribution to the overall heat transfer coefficient is given 
by a modified version of the Forster and Zuber[130] relation for the heat transfer coefficient for 
nucleate pool boiling: 
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mic w w0.5 0.29 0.24 0.24
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σ µ ρ
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 (6.6-7) 

where S corrects the fully developed nucleate boiling prediction in hmic to account for the fact 
that as the macroscopic convective effect increases in strength, nucleation is more strongly 
suppressed. 

The factors F and S are given by Reference [9] as: 

tt
0.736

tt tt

1.0 if 0.10
F

2.35( 0.213) if 0.10

χ ≤
= 

χ + χ >
 (6.6-8) 
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where ttχ  is the inverse of the Lockhart-Martinelli parameter and is defined by: 

0.5 0.10.9
g
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g
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1 x

  µ ρ 
χ =       − ρ µ    
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 (6.6-9) 

The other quantities needed to evaluate Equation (6.6-7) are given by: 

∆Tw = Tw – Tsat (6.6-10) 

∆Pw = Psat(Tw) – Psat (6.6-11) 

1.14 1
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(1 0.12 Re ) if Re 32.5

S (1 0.42 Re ) if 32.5 Re 50.9

0.1 if Re 50.9

−

−

 + <


= + ≤ <
 ≥

 (6.6-12) 
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During sub-cooled boiling, vaporization may occur at the heated surface before the mean 
temperature of the cooling liquid reaches the saturation point.  This phenomenon is caused by a 
non-uniform temperature distribution in the liquid. 

Each computational cell is assumed to have a uniform temperature distribution and the 
volumetric vaporization rate is given by: 

i iv
g

fg

q  + q
 = - 

h

′′′ ′′′
Γ �  (6.6-14) 

where: 
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i i sat
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 (6.6-15) 

i
iv iv sat v
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q  = h  (T  - T )

V
′′′  (6.6-16) 

This means that no vapor will be generated until the liquid reaches its saturation point 
and the void fraction will not be correctly predicted during sub-cooled boiling, unless specific 
models are introduced for sub-cooled boiling. 

The Rouhani-Bowring model as described in Reference [131] for sub-cooled boiling 
energy distribution, along with the Saha-Zuber model[132] for sub-cooled boiling initiation, has 
been implemented.  The models are summarized by the following equations: 

w evapq  = q  +q′′ ′′ ′′
�

 (6.6-17) 
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where wq′′  is the wall heat flux, which goes to heat up the liquid 
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and q"evap is the liquid side heat flux which goes to vaporize the liquid. 

The pumping factor is given by: 

f

g fg
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The sub-cooled departure enthalpy is given by: 
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where: 

h p,G D  C
Pe = 

k
� �
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 (6.6-21) 

The expression for qi,  is then modified to: 

i i i s w evapq A h (T T ) A q"= − −
� � �

 (6.6-22) 

Hence, vapor can be generated even if the liquid temperature is below saturation. 

TRACG also has an option to simulate pool boiling whereby “F” in Equation (6.6-6) is 
set to zero and “S” is set to 1.  This is used only in the IC and PCC pools.  The correlation then 
becomes the modified Forster-Zuber correlation.  In this situation, the value that is selected is the 
maximum value obtained from the Forster-Zuber correlation  
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and the Dittus-Boelter correlation 
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6.6.4.2 Model as Coded 

Calculations of the heat transfer coefficient to the liquid h� are based on equations 

described in Section 6.6.4.1.  The suppression factor, S, should approach zero as 1α → .  To 
ensure the right trend the following internal procedure is used.  When void fraction exceeds 0.95, 
the calculated suppression factor is modified according to the following equations: 

2S f S, where f X (3 X ), X 20*(1 )α α α α α= • = − = − α  (6.6-25),(6.6-26) 

For annular flow, the heat transfer coefficient is reduced if the film thickness is less than 
the minimum film thickness (Section 6.5.4) and only a fraction (Wf) of the wall is wetted.  This 
is accomplished by the following multiplier to the wall area in contact with the liquid. 

hmult = (1 – x2) + x2Wf (6.6-27) 

where x2 = 0 for bubbly/churn flow and x2 = 1 for annular flow.  x2 is linearly interpolated from 
0 to 1 at the transition to annular flow. 

6.6.4.3 Applicability 

The original database for the Chen correlation covered the following ranges: 

 Pressure: 0.09 to 3.48 MPa 

 Mass Flow: 54 to 4070 kg/(m2-s) 

 Quality: 0.0 to 0.7 

The pressure range has been extended up to 6.9 MPa[133].  The specific experimental 
geometries and conditions for the database are shown in Table 6-12.  The results of the 
comparison of the Chen correlation with previous correlations is shown in Table 6-13.  Both 
tables are shown in Reference [133] where they are attributed to Collier[147].  The combined 
average for all comparisons to data in Table 6-13 show that the Chen correlation has by far the 
lowest average percentage deviations.  A standard deviation of 11.0% is appropriate to use for 
sensitivity studies for convective boiling. 
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Table 6-12.  Range of Conditions for Data Used in Testing Correlations 

Fluid Geometry Flow 
Pressure 

(Pa x 10-5) 

Liquid inlet 

velocity 

(m/s) 

Quality 

(wt%) 

Heat flux 

(kW/m2) 

Water Tube Up 0.55-2.76 0.06-1.45 15-71 88-630 
Water Tube Up 2.9-34.8 0.24-4.5 3-50 205-2400 
Water Tube Down 1.1-2.1 0.24-0.82 2-14 44-158 
Water Annulus Up 1 0.06-0.27 1-59 100-500 
Methanol Tube Up 1 0.3-0.76 1-4 22-54 
Cyclohexane Tube Up 1 0.4-0.85 2-10 9.5-41 
Pentane Tube Up 1 0.27-0.67 2-12 9.5-38 
Heptane Tube Up 1 0.3-0.73 2-10 6.2-28 
Benzene Tube Up 1 0.3-0.73 2-9 12.5-41 

Table 6-13.  Comparison of Correlations 

Average Percentage Deviations for Correlations 

Data 

Dengler 

and 

Addoms 

Guerriei 

and Talty 

Bennett, 

et al. 

Schrock 

and 

Grossman 

Chen 

Dengler and Addoms (water) 30.5 62.3 20.0 20.3 14.7 
Schrock and Grossman (water) 89.5 16.4 24.9 20.0 15.1 
Sani (water) 26.9 70.3 26.5 48.6 8.5 
Bennet, et al. (water) 17.9 61.8 11.9 14.6 10.8 
Guerrieri and Talty (methanol) 42.5 9.5 64.8 62.5 11.3 
Guerrieri and Talty 
(cyclohexane) 

39.8 11.1 65.9 50.7 13.6 

Guerrieri and Talty (benzene) 65.1 8.6 56.4 40.1 6.3 
Guerrieri and Talty (heptane) 61.2 12.3 58.0 31.8 11.0 
Guerrieri and Talty (pentane) 66.6 9.4 59.2 35.8 11.9 
Combined average for all data 38.1 42.6 32.6 31.7 11.0 

 

For situations such as the PCC and IC pool where the boiling is known to be pool boiling, 
the Forster-Zuber correlation is used (Equation (6.6-7) with F = 0 and S = 1).  The Forster-Zuber 
correlation was developed for pool boiling heat transfer and is one of the most frequently quoted 
pool-boiling correlations.  The pressure range of the data used in the Forster-Zuber correlation 
was 1 to 50 bar. 

Figure 6-25 shows a comparison at 1.0 MPa provided by Carey[127] of the Forster-Zuber 
correlation with two other pool boiling correlations - - Rohsenow and Stephan-Abdelsalam.  The 
heat transfer coefficient predicted by Forster-Zuber falls between the other two correlations over 
a majority of the values of superheat.  As the wall superheat approaches the value at the critical 
heat flux, Forster-Zuber predicts less heat transfer than both of the other correlations. 
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Regarding sub-cooled boiling and differing geometries, Carey in his book[127] writes: 
"First, because the subcooling of the liquid pool has virtually no effect on the resulting heat 
transfer rate, the pool boiling correlations are generally regarded as being valid for both sub-
cooled and saturated nucleate boiling.  Second, it has also been observed that a pool boiling heat 
transfer correlation developed for one heated surface geometry in one specific orientation often 
works reasonably well for other geometries and/or other orientations.  Hence, although a 
correlation was developed for a specific geometry and orientation, it may often be used, at least 
as a good approximation, for others as well." 
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Figure 6-25. Heat Transfer Coefficients Predicted by Three Pool Boiling 

Correlations vs. Wall Superheat 

6.6.5 Single-Phase Convection to Vapor 

In a similar manner as liquid single-phase wall heat transfer, single-phase convection to 
vapor is broken down into three different categories:  (1) laminar forced convection, (2) turbulent 
forced convection, and (3) natural convection. 

6.6.5.1 Technical Basis and Assumptions 

The heat transfer is calculated using the maximum heat transfer coefficient calculated by 
the laminar, turbulent or natural convection correlations: 

 v v,lam v,free v,turbh  = max  {h , h , h } (6.6-28) 

The natural convection correlation is given by McAdams[134]: 

 

1/3 1/33 2
p,v vh v w vv

v 2
h v v v
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  µρ −  
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 (6.6-29) 
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The Rohsenow-Choi equation (Equation (6.6-1)) is used for laminar forced convection.  
The Dittus-Boelter correlation (Equation (6.6-3)) is used for the turbulent forced convection, 
hv, turb.  The vapor properties are used in Equations (6.6-1) and (6.6-3) instead of the liquid 
properties.  When Tw > Tv, the heat transfer coefficient predicted by Dittus-Boelter is multiplied 

by a factor v wT T  to account for variation in vapor properties. 

6.6.5.2 Model as Coded 

Calculations of the heat transfer coefficient to vapor are encoded as described in 
Section 6.6.5.1. 

6.6.5.3 Applicability 

There is no fundamental difference between heat transfer to a single-phase vapor and heat 
transfer to a single-phase liquid.  Most correlations apply to both vapors and liquids.  The Dittus-
Boelter correlation and the Rohsenow-Choi equation are exactly the same as that used in Section 
6.6.3.  The McAdams correlation (Equation (6.6-22)) is almost identical to the Fishenden and 
Saunders correlation (Equation (6.6-4)).  The heat transfer coefficient differs by the choice of 
constants, 0.13 versus 0.12.  The fact that there are two natural convection correlations, rather 
than one, relates to historical, not technical, reasons of the way the code was developed.  The 
applicability and accuracy can be considered equal to what was presented in Section 6.6.3.3. 

6.6.6 Boiling Transition Criteria 

Boiling curves generally exhibit a maximum or critical heat flux at the transition between 
nucleate and transition boiling.  The correlations presented in this section define the point where 
a shift is made from the nucleate boiling correlations to the transition boiling correlations, or 
vice-versa. 

The channel component uses a combination of the GEXL correlation for dryout in 
annular flow, the Biasi correlation for departure from nucleate boiling and the Modified Zuber 
pool boiling critical heat flux correlation for low flow conditions. The GEXL correlation is 
determined from full-scale test data for co-current up flow in a channel. It correlates film dryout 
for the annular flow regime.  The GEXL correlation is therefore only used for co-current up-flow 
and for relatively long boiling lengths consistent with the flow having transitioned to annular 
flow. The GEXL correlation does not apply for: (1) counter-current flow, (2) co-current down-
flow, or (3) co-current up-flow with a short boiling length and prior to the transition to annular 
flow.  For these conditions in the fuel channel, boiling transition is evaluated from the modified 
Zuber correlation for very low flows and the Biasi correlation for higher flows. 

The GEXL correlation is only used for the channel component.  For other components 
such as the pipe and vessel components the Biasi and the modified Zuber correlations are used.  
The modified Zuber correlation is used for mass fluxes less than 100 kg/m2-sec in absolute value 
and the Biasi correlation is used for mass fluxes greater than 200 kg/m2-sec in absolute value.  
An interpolation between the two correlations is performed for mass fluxes between 100 and 200 
kg/m2-sec.  
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6.6.6.1 Technical Basis and Assumptions 

There are four options for the boiling transition criteria: 

(1) Modified Zuber and Biasi correlations 

(2) CISE-GE and modified Zuber critical quality correlations 

(3) Modified CISE-GE critical quality and modified Zuber correlations 

(4) GEXL correlations 

For Option 1, which is used for all components except the channel component, the critical 
heat flux is given by the modified Zuber correlation in low and counter-current flow conditions, 
while in high flow conditions, it is given by the Biasi correlation.  The cutoff value for low and 
high flow conditions is 100-kg/m2-s for up-flow and 240-kg/m2-s for down-flow. 

The modified Zuber correlation[135],[136] is given by: 
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where Fs is a sub-cooled correction factor given by: 
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The Biasi correlation[143] is given by: 

CHF 1 2q" max (q ,q )=  (6.6-32) 
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where P is pressure in bars and: 
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The temperature at critical heat flux, TCHF, is obtained by solving the following equation: 

CHF Chen CHF satq" h (T T )= −  (6.6-38) 

Onset of boiling transition will take place when the wall temperature is higher than TCHF. 

In Options 2 or 3, the departure from nucleate boiling is defined by the critical quality 
instead of critical heat flux as in the Zuber and Biasi Correlations.  As indicated in Reference 
[131], the critical quality is given by the CISE-GE or modified CISE-GE correlation and has the 
form: 

B1
c

B1

A L
x  = C 

B+L
 (6.6-39) 

where: 
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in which: 

B
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h h,7 B

L for Option 2
L

(P / P )L for Option 3


= 


 (6.6-43) 

Ph,7 = Heated perimeter of a 7x7 bundle 

FL = Relative rod power 

LB = the heated length over which the steam quality is greater than zero 

During co-current flow, the heat transfer mode at the wall will change from nucleate 
boiling mode to film boiling mode whenever the local equilibrium quality exceeds the critical 
quality.  The CISE-GE and the modified CISE-GE correlations are rarely used in TRACG. 
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The GEXL correlation, which is recommended for applications to BWR fuel bundles, is 
applied for Option 4.  The correlation is described in detail in Reference [137] and has been 
approved by the NRC.  A summary is included here.  

The correlation, expressed in the most general terms, is: 

xc = xc(LB, DQ, G, P, R, LA, LH) (6.6-44) 

where: 

xc = Bundle average critical quality 

LB = Distance from the initiation of bulk boiling to the boiling transition point 

DQ = Thermal diameter (four times the ratio of total flow area to total rod perimeter, 
including unheated rods when any are present) 

G = Mass flux (kg/m2-s) 

P = System pressure (MPa) 

R = A parameter which characterizes the local peaking pattern with respect to the 
most limiting rod 

LA = Annular length 

LH = Heated length 

A more specific form of the GEXL correlation is: 

26

c
I=1

x  = A(I) V(I)×∑  (6.6-45) 

where A(I) is a set of constants which are fuel type specific.  The correlating variables V(I) are 
listed in Table 6-14. 
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Table 6-14.  GEXL V(I) Expressions 
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6.6.6.2 Model as Coded 

Calculations of the boiling transition criteria are based on equations described in Section 
6.6.6.1.  If Option 1 is chosen, then the Biasi correlation is used for high flow rate (G > G2) and 
the Zuber correlation is used for low flow rates (G1 < G).  Linear interpolation for critical heat 
flux is applied within the region G1 < G < G2.  The cutoff values for G1 and G2 are: 

G1 = 100 kg/(m2s) for up-flow and  G1 = 240 kg/(m2s) for down-flow 

G2 = 200 kg/(m2s) for up-flow and  G2 = 440 kg/(m2s) for down-flow 

The Biasi correlation is modified for high void fraction to satisfy the trend qCHF → 0, 

when α → 1.  When α > 0.9, the Biasi critical heat flux is multiplied by factor 10.0.(1 – α). 

To obtain the critical flux temperature,  

qCHF = hchen (TCHF – Tsat) 

is solved for TCHF where hchen = hmic + hmac. 

If options 2–4 are used, boiling transition is realized when two conditions are satisfied: 
Zuber,G 0

c w CHFx x and T T => > , where Zuber,G 0
CHFT =  is the critical heat flux temperature calculated based 

on the Zuber correlation for the pool conditions (G = 0). 

6.6.6.3 Applicability 

The form of the modified Zuber equation for critical heat flux in pool boiling was 
developed analytically in a number of different ways (with different constants)[153].  The Zuber 
equation becomes the modified Zuber equation by multiplying by 0.9.  The factor 0.9 was 
recommended by Walkush[135] after he compared his counter-current critical heat flux data with 
pool boiling critical heat flux data.   

The constant in the similar equation developed in Reference [135] is 0.149, whereas 
Zuber's constant was 0.131.  Whalley reports that the equation works well for predicting critical 
heat flux from long horizontal plates as long as two conditions are satisfied: 

(1) Liquid is prevented from entering around the sides of the plate.  This can be ensured 
by adding sides to the flat plate. 

(2) The test section should be reasonably large.  If the test section dimensions become 
small, then the number of vapor jets to be fitted in becomes important.  The predicted 
critical heat flux varies significantly when the length is less than three times the 
distance between vapor jets.  If the test section is reasonably large, then the impact of 
liquid entering around the sides of the plate is small. 

The Biasi correlation[143] was developed for vertical up-flow boiling of water in 
uniformly heated tubes.  The equations were developed from a database with the following 
ranges of parameters [127]: 
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Data points: over 4500 

Mass flow rate: 100 to 6000 kg/m2-s 

Pressure: 0.27 to 14.0 MPa 

Diameter: 0.003 to 0.0375 m 

Quality at CHF: ρv / (ρ  - ρv) to 1 

Axial power: uniform distribution 

The RMS error of this correlation against the database was reported to be 7.3%.  The 
Biasi correlation has been compared[138] to other data banks.  Table 6-15 shows data that fall into 
different error bounds for the data, which is in the range of the experimental conditions listed 
above.  As explained previously, the correlation is only used for non-channel components for 
mass flow rates greater than 300 or 440 kg/m2-s, depending on the flow direction. 

Table 6-15.  Biasi Correlation Compared to Chalk River Data Bank 

Data Within the Error Bound (%) 

 Constant Dryout Quality Constant Inlet Subcooling  

 +10% +20% +30% +10% +20% +30% 

No. Of 

Data Points 

Valid data 21.32 41.12 73.04 77.60 96.60 99.91 9936 

According to Reference [139], the correlation has also been compared to 1928 data points 
from a Harwell round-tube data bank.  All the data essentially fell within +40% and -50% of the 
correlation.  On average, the correlation was 8% below the data and the standard deviation was 
17%. 

The GEXL correlation is actually a series of correlations, each with its own set of 
constants, which were tested and developed for a specific GEH BWR fuel design.  The GEXL 
correlations have been well qualified for predictions of critical quality in BWR fuel bundles and 
should only be used for predicting the critical power quality for BWR fuel.  The GEXL 
correlations have been reviewed and approved by the NRC for application to GEH fuel.  The 
correlations are based on experimental data that cover the following ranges:   
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The overwhelming portion of the experimental data used for the correlations for GE2 
through GE14 fuel was obtained from the ATLAS loop and the remainder were obtained from 
the Columbia University test loop.  The total number of data points was greater than 
[[ ]], and were obtained with full size 7x7 through 10x10 rod bundles. 

[[  
 
 
 

 ]] 

GEXL correlations have been developed for a variety of bundle geometries.  The process 
is generically applicable and can be extended to new geometries.  The following serves as an 
example of how the correlation bias and uncertainty are determined for each correlation.  For 
example, the GEXL correlation for GE9 fuel was qualified against 1091 data points of ATLAS 
data.  The Experimental Critical Power Ratio (ECPR) is defined by: 

Predicted Critical Power
ECPR = 

Measured Critical Power
 (6.6-46) 

For the GE9 database, the overall mean of the ECPR is [[  ]] and the standard deviation 
is [[  ]].  A histogram of ECPR for the database used to qualify the GEXL correlation 
for GE9 is shown in Figure 6-26.  The correlation statistics for the various fuel types are listed in 
Table 6-16.  As new geometries are introduced, new GEXL correlations can be introduced and 
modeled in TRACG because the code allows the GEXL coefficients to be provided as input.  
The code also includes internal sets of coeefficients for many GEH fuel products that can be 
selected via user input. 
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[[ 
  

]] 
Figure 6-26. ECPR Histogram for GE9 Fuel 

 

 

Table 6-16.  Example of Statistics for the GEXL Correlations 

Fuel Type ECPR Standard Deviation 
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6.6.7 Minimum Stable Film Boiling Temperature 

The boundary between the transition boiling regime and the film boiling regime 
corresponds to a minimum in the boiling curve.  The boundary point is defined by the minimum 
stable film boiling temperature. 

6.6.7.1 Technical Basis and Assumptions 

The transition point from film boiling to transition boiling will occur only after the wall 
temperature drops below the minimum stable film boiling temperature, Tmin.  If Option 1 from 
Section 6.6.6 is chosen, then transition boiling is defined to begin when the wall temperature 
drops below Tmin.  For Options 2, 3 or 4, an additional condition has to be met before the wall 
rewets.  This condition requires that the local equilibrium quality has to be lower than 97% of the 
critical quality described in Section 6.6.6.  This ensures that there is sufficient liquid at the wall 
to keep the wall covered by a liquid film, which helps to minimize oscillations.  Qualification[6] 
against ATLAS test data has shown that a factor of 0.97 fits the data. 

Three options for calculating Tmin are incorporated in TRACG:  (1) the Iloeje correlation 
option, (2) the homogeneous nucleation correlation option and (3) the Shumway correlation. 

The Iloeje correlation[154] has been used in past TRACG applications.  The Shumway 
correlation[23], however, has a larger data base and captures the flow and pressure dependence 
better than the Iloeje correlation. 

For the Iloeje correlation, Tmin is given by: 

Tmin = max (Tmin, Iloeje, Tmin, homogeneous nucleation) (6.6-47) 

where Tmin, Iloeje is given by Equation (6.6-49) and Tmin, homogeneous nucleation is given by 
Equation (6.6-51).  For the homogeneous nucleation option, Tmin is given by: 

Tmin = Tmin, homogeneous nucleation (6.6-48) 

The Iloeje correlation is based on Berenson's minimum pool film boiling temperature 
correlation and extended to provide the effects of mass flux and equilibrium quality.  The 
correlation is given by: 

( ) ( )
min min sat

0.492.45 2
BER e

T T T

0.29 T 1 0.295x 1 7.37 10 G−

∆ = −

 = ∆ − + ⋅  

 (6.6-49) 

where: 

2/3 1/31/ 2

g fg g
BER

g g

h g
T 0.127

k g g

 ρ µ  ∆ρ σ
∆ =     ρ + ρ ∆ρ ∆ρ      �

 (6.6-50) 

The mass flow rate, G, is limited to the range 54.4 ≤ G ≤ 135.9 kg/s-m2.  The equilibrium 
quality is limited to the range of 0.3 ≤ xe ≤ 0.8. 
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For the homogeneous nucleation correlation[155], the minimum stable film temperature, 
Tmin, is given by 

( )
1/ 2

p,
min c c

w w p,w

k C
T T T T

k C

 ρ
= + −   ρ 

� � �

�
 (6.6-51) 

where Tc is the critical temperature for water. 

For the Shumway correlation, Tmin is given by: 
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 (6.6-52) 

6.6.7.2 Model as Coded 

Calculations of the minimum stable film boiling temperature are based on equations 
described in Section 6.6.7.1.  The following limitations for the mass flux G and equilibrium flow 
quality xe are applied to the Iloeje correlation: 

54.25 kg/m2s < G < 135.63 kg/m2s 

0.3 < xe < 0.8 

The are no limitations applied to the Shumway correlation. 

6.6.7.3 Applicability 

The database for the Iloeje correlation was obtained from a transient boiling experiment 
in a 1.25 cm ID Inconel X-750 tube at mass fluxes of 68, 136, and 340 kg/s-m2, quality range of  
30-100% and a single pressure of 6.9 MPa.  The correlation was based on Berenson's minimum 
pool film boiling temperature difference correlation in order to provide a technique for 
extrapolating to different pressures. 

For the Iloeje correlation, the estimated error for conditions near those of the database is 
10% for (Tmin - Tsat).  For conditions outside the mass flux and quality ranges and significantly 
different from 6.9 MPa, 20% is the recommended value to use for the uncertainty. 

Comparisons of the Iloeje correlation to other minimum stable film boiling temperature 
correlations are shown in Figure 6-27 and Figure 6-28.  Figure 6-27 shows the comparison of 
Iloeje (TRACG) to the correlations of Cheng, et al.[156] and Groeneveld and Stewart[157] and also 
to the correlation in TRAC-PF1/MOD1[133].  The Cheng and the Groeneveld correlations utilize 
different parameters and cover different ranges of qualities, but are still useful for comparison.  
A similar comparison at higher pressures is shown in Figure 6-28. 
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Figure 6-27. Comparison of the TRACG Correlation for Minimum Stable 

Film Boiling Temperature at Low Pressures 

NOTE:  The mass flux is 100 kg/m2-s, the liquid subcooling  is 10K and the quality < 0.3. 
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Figure 6-28. Comparison of the TRACG Correlation for Minimum Stable 

Film Boiling Temperature at High Pressures to those Predicted by 

Groeneveld 

NOTE:  The mass flux is 50 kg/m2-s, the subcooling is 0 K. 

As can be seen in the figures, TRACG (and the Iloeje experiment) tends to predict a 
higher minimum stable film boiling temperature than do the other correlations.  This was 
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explained in Reference [154] to be caused by scale deposits, axial conduction and roughness of 
the test surface.  Since BWR fuel will normally have oxidized surfaces, the data and correlation 
are applicable to BWR LOCA evaluations. 

The database for the Shumway[23] correlation covers a wider range.  Pressures range from 
0.4 to 9 MPa and Reynolds numbers range from 0.1.105 to 6.7.105.  The Shumway correlation 
predicts the data with a mean error of –30K and a standard deviation of 35K (rounded off to the 
nearest 5K) as depicted in Figure 6-29. 

 

Figure 6-29. Comparison of the Shumway Correlation for the Minimum 

Stable Film Boiling Temperature to Data 
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6.6.8 Transition Boiling 

Transition boiling is characterized by a wall heat flux that decreases with increasing wall 
superheat.  Physically, this is caused by dryout of the liquid film over portions of the surface, 
which adds to the thermal resistance. 

6.6.8.1 Technical Basis and Assumptions 

As is done in Reference [9], the heat transfer coefficient in the transition-boiling mode is 
obtained by interpolating the values of the heat transfer coefficients in the nucleate and film 
boiling modes as follows: 

TB NB CHF FB minh h (T ) (1 )h (T )= γ + − γ  (6.6-53) 

where the interpolation parameter from Reference [152] takes the form 
2

w min

CHF min

T T

T T

 −
γ =  

− 
 (6.6-54) 

and: 

hNB(TCHF) = Nucleate boiling heat transfer coefficient evaluated at TCHF 

hFB(Tmin) = Film boiling heat transfer coefficient evaluated at Tmin. 

6.6.8.2 Model as Coded 

Calculations of the heat transfer coefficients in the transition boiling region are based on 
equations described in Section 6.6.8 and include several interpolation procedures to provide 
smooth flow regime transition and smooth transition from wetted to un-wetted wall.  
Calculations of the heat transfer coefficients at the critical heat flux temperature are based on the 
nucleate boiling correlation as described in Section 6.6.4.  Calculation of the heat transfer 
coefficient at Tmin is based on the film boiling heat transfer correlations as described in Sections 
6.6.9 and 6.6.10. 

6.6.8.3 Applicability 

In order to operate in the transition boiling regime, the wall temperature of the passage 
must be controlled in the physical system so that it remains in the transition-boiling regime.  This 
may occur during re-flood following a loss-of-coolant accident (LOCA) scenario.  Compared 
with nucleate boiling and film boiling, relatively fewer investigations of transition boiling have 
been conducted.  The data that do exist are relatively scarce and generally cover only narrow 
ranges of conditions.  The few correlations that have been developed for transition boiling are 
not well established or accepted.  Also, no steady-state transition boiling data for rod bundles are 
available. 

Transition boiling has traditionally been interpreted as a combination of nucleate and film 
boiling occurring alternately over the heated surface.  The variation in the heat flux in the regime 
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is due to the varying fractions of time that the two boiling regimes exist at a given location.  This 
interpretation led to the assumption made that transition boiling could be represented by an 
interpolation between nucleate boiling at the critical heat flux and film boiling at the minimum 
stable film boiling temperature.  Since transition boiling occurs for a relatively short transient 
period on a fuel rod, such an interpolation is deemed to be acceptable and the model will be 
insensitive to the value of the heat transfer coefficient. 

The form of the interpolation in Equation (6.6-54) was selected for its simplicity and 
physical basis.  According to Reference [152], the exponent of 2 gave the best agreement with 
data. 

The interpolation endpoints (CHF and the minimum film-boiling heat flux) and the 
associated uncertainties have been discussed in detail in Sections 6.6.6 and 6.6.7.  The CHF is 
particularly well defined for fuel bundles.  An appropriate and conservative uncertainty for 
sensitivity studies in this short duration transient heat transfer regime is to add the uncertainties 
of 11% (Chen) and 35% (Tien-Gonzalez, Section 6.6.10.3). 

6.6.9 Film Boiling - Low Void Fraction 

The assumption is made that film-boiling can be adequately described as being in one of 
three forms.  At low void fractions, the flow will take on the so-called inverted annular flow 
configuration where a thin vapor film covers the tube wall and a two-phase mixture flows in the 
center of the tube or channel.  At high void fractions, the liquid is in the form of dispersed drops 
in a vapor.  The third form is a transition between the two regimes where the liquid is in the form 
of slugs and drops.  The convective heat transfer correlations are presented in this section for 
inverted annular flow and in Section 6.6.10 for dispersed droplet flow. 

6.6.9.1 Technical Basis and Assumptions 

In the liquid continuous flow regime the heat transfer from the wall surface to the vapor-
liquid interface is largely by thermal radiation, depending on the wall temperature.  The heat 
transfer coefficient to liquid is based on radiation heat exchange between two parallel planes, one 
at wall temperature and the other at saturation temperature: 

4 4
w s

w w
w

 (T  - T )
h  =  

T  - T

σ
ε

�

�

 (6.6-55) 

where εw  is the wall emissivity and σ is the Stefan-Boltzmann constant. 

The heat transfer to vapor and from the vapor to the liquid is by convection and is given 
by the modified Bromley correlation.  In this flow regime, TRACG applies a large value for the 
interfacial heat transfer from the vapor to the interface, such that the net resistance for convective 
heat transfers between the wall and the liquid is: 

wv iv wv

1 1 1

h h h
+ ≈  (6.6-56) 

where hwv or hv is given by Equation (6.6-57). 

The (unmodified) Bromley correlation is described in Reference [140] as: 
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where LH is the characteristic length.  This length is determined using the Helmholtz instability 
criteria[140].  The effect of the liquid velocity is thereby included in this derivation, and the 
modified Bromley correlation is: 

1/119 2 3 4 4
v fg v v

v 4 2
v w s

k  h   ( - )  g
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 (T -T )  

 ρ ρ ρ
  µ σ 

�  (6.6-58) 

where σ in this equation is surface tension and: 
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and n is determined from 
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6.6.9.2 Model as Coded 

Calculations of the heat transfer coefficients for the film boiling at low void fraction 
conditions are based on equations described in Section 6.5.9.1.  For low void fractions, the 
modified Bromley correlation determines the net conductive resistance across the thin vapor film 
and the modified Bromley heat transfer coefficient is applied to the wall to liquid heat transfer 
coefficient.  For high void fractions close to the transition to annular flow, the modified Bromley 
heat transfer coefficient is applied to the wall to vapor heat transfer coefficient.  This is done to 
allow a continuous transition to annular flow film boiling.  This interpolation is done linearly 
from a void fraction of 0.1 to 0.5.  It should be noted that the impact of this implementation is 
small, since Tv ≈ Tsat for this condition. 

6.6.9.3 Applicability 

Equation (6.6-55) represents the heat transfer from the wall surface to the vapor-liquid 
interface and is a straightforward application of the Stefan-Boltzmann law.  It is applicable for 
situations where the optically thin assumption is valid. 
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The Bromley correlation is widely used for inverted annular-flow film boiling and was 
developed from data for boiling in a horizontal tube.  The modified Bromley correlation was 
developed for vertical geometries and is derived from theoretical considerations and compared to 
experimental data over a sufficiently wide range to verify the correlation.  The range of 
applicability as reported in NEDO-20566-1[140] is for wall temperatures less than 1260oC and 
pressures less than 8.3 MPa.  Figure 6-30 shows a plot of KWU re-flood data compared to the 
modified Bromley.  The agreement is excellent in the film-boiling regime.  Further comparison 
to data can be found in Reference [140].  This methodology was successfully applied in the 
approved code SAFER[116]. 

 

 

Figure 6-30. Comparison of Modified Bromley  

with Data during Re-flood Test 
 

TEST TIME (sec)



NEDO-32176, REVISION 4 
 

MODELS AND CORRELATIONS  6.6  -  Wall Heat Transfer 6-125 

6.6.10 Film Boiling - High Void Fraction 

In this flow regime, both radiation and convection play important roles in the heat 
transfer.  Radiative heat transfer is treated in Section 6.6.12.  This section covers convection heat 
transfer in the dispersed droplet flow regime. 

6.6.10.1 Technical Basis and Assumptions 

Due to steam superheat, there will be a temperature difference between steam and the 
interface between the steam and the droplets and, thus, a net heat transfer.  Reference [141] 
provides a good correlation  for the convective heat transfer coefficient from the steam to 
droplets of the form: 

d v d d = Nu  k  N  dβ π  (6.6-62) 

where Nd is the droplet number density given by: 

d 3
d

6(1- )
N  = 

 d

α

π
 (6.6-63) 

and the droplet Nusselt number is given by (Section 6.5.5) 
0.5

1/3d v R
d v

v

d   v
Nu  = 2 + 0.74  Pr

 ρ
 

µ 
 (6.6-64) 

The presence of droplets in a steam atmosphere has two effects on the convection wall-
to-steam heat transfer: (1) the bulk steam temperature will be lowered toward the saturation 
temperature, thus increasing the heat transfer, and (2) the temperature profile of the steam will be 
changed, causing a steeper temperature gradient close to the wall.  This effect will also enhance 
the heat transfer.  Sun, Gonzalez and Tien[142] solved the continuity and energy equation for the 
temperature profile of the steam.  If a parabolic velocity profile for the steam is assumed, the 
Nusselt number is given by: 

1
v

0 22

2 X I (X)
Nu

8
I (X) I (X)

x

=

−

 (6.6-65) 

where: 

vh

v fg

 hD
X =  

2 k h

β
 (6.6-66) 

Equation (6.6-65) was derived from the assumption that the temperature profile of the 
steam is determined from a balance between heat transfer from the wall and heat transfer to the 
droplets.  Hence, the terms ∂/∂z were neglected in the continuity and energy equations.  This is 
valid only for large droplet concentrations.  For zero droplet concentration, the single-phase 
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Nusselt number for a tube is calculated as described in Section 6.6.5.  For laminar flow, a value 
of 4.0 is obtained, whereas the limiting value of Equation (6.6-65) is 6.0. 

For large droplet concentrations, an asymptotic approximation to Equation (6.6-65) is: 

Nuv ≈ 2X -1 for x → ∞ (6.6-67) 

An expression having this behavior and having the appropriate limit for x → 0 (α = 1) is 
given by: 

2
v s

v
h s

k (Nu  + 1)
h  =  2X-1 + 

D Nu  + 1 + 2X

 
 
 

 (6.6-68) 

where 

h
s g, single phase

v

D
Nu  =  h

k
 (6.6-69) 

Equation (6.6-68) is known as the modified Tien-Gonzalez correlation. 

6.6.10.2 Model as Coded 

Calculations of the heat transfer coefficients for the film boiling at high void fraction 
conditions are based on equations described in Section 6.6.10.1.  Droplet diameter and number of 
droplets are input parameters and have been defined during interfacial heat transfer calculations 
(see Section 6.5.5) for the heat transfer coefficients.  An interpolation procedure is included to 
provide smooth changes to the modified Bromley correlation: 

hv = (1 – x2) hMB + x2 hSGT (6.6-70) 

where MB designates modified Bromley and SGT designates Sun-Gonzalez-Tien.  Values for x2 
are zero for low void fractions and one for dispersed flow.  x2 is interpolated linearly from 0 to 1 
over the transition region to dispersed annular flow. 

6.6.10.3 Applicability 

The Tien-Gonzalez correlation was developed especially for convection heat transfer in 
rod bundles under emergency cooling conditions.  The modified Tien-Gonzalez correlation was 
developed to yield correct heat transfer behavior as the droplet concentration approached zero.  
This correlation was successfully used in the CORECOOL[144] code.  An example of the 
CORECOOL comparison to data was provided as Figure 6.6-10 in Revision 2 of this LTR.  A 
similar example showing the TRACG comparison to data from the same series of tests is shown 
here in Figure 6-31.  These CSHT tests[145] simulate a full-scale fuel channel.  The TRACG 
calculated peak cladding temperatures agree well with the data.  In these tests the heat transfer is 
by both radiation and convection; therfore, it is important to isolate one effect so that 
"compensating errors" can be ruled out as the reason for good prediction. 
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[[ 

 
 ]] 

Figure 6-31. Peak Cladding Temperature for a BWR Fuel Element 
 

Figure 6-32 shows the CORECOOL prediction of the temperature profile within an 8x8 
bundle compared to test results for three steady state tests selected from the GEH and AB 
Atomenergi CSHT (Core Spray Heat Transfer) experiments.  For the steady-state tests, no liquid 
was injected at the top of the fuel bundle and the bundle contained only stagnant air. Under these 
conditions, the convective heat transfer is minimized and radiation heat transfer is the dominant 
mode. A constant power of 25 kW was applied to the bundle, while the outside of the channel 
box was cooled by water at a temperature of 311 K.  The tests were conducted until equilibrium 
conditions were obtained.  A single calculation was made for these comparison because the 
conditions for the three steady-state tests were essentially identical.  The symbols in Figure 6-32 
indicate different rod locations, moving inward from the corner position.  Except for the 
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peripheral rods, where a considerable amount of conduction/convection existed across the 
narrow gap to the cold channel, the cooling of the rods was primarily by thermal radiation.  The 
CORECOOL calculations are in good agreement with the data. 

Figure 6-33 shows the TRACG prediction of the same three steady state CSHT tests used 
for the CORECOOL qualification.  (Note the different temperature units for Figure 6-32 and 
Figure 6-33.)  The TRACG calculations shown in Figure 6-33 are in good agreement with the 
data.  In particular, the average of the peak temperatures for interior rods in the bundle from the 
three tests is predicted within 2K, which is within the measurement uncertainty of ±4K.  On the 
other hand, the temperatures of the two corner rods on the exterior of the bundle are 
overpredicted by about 90K. The main reason for this is that a one-dimensional hydraulic model 
cannot simulate the cross-sectional variation of the vapor temperature in the bundle. 

[[  
   

 
 
 
 
 
 
 
  
 
 

  ]] 
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[[ 
 

]] 
Figure 6-32. CORECOOL Compared to "Radiation Only" Experiments 
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]] 
Figure 6-33. TRACG Compared to "Radiation Only" Experiments 
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For transient testing, TRACG was compared to a subset consisting of six of the transient 
CSHT experiments also used in the CORECOOL qualification.  The mean and standard 
deviation for the error in predicting the peak clad temperatures from these tests are shown in 
Table 6-17 for both TRACG and CORECOOL.  It is seen that the uncertainty is similar while 
TRACG is slightly conservative compared to the data and to CORECOOL. 

 

Table 6-17.  TRACG and CORECOOL Qualification for the CSHT 

Experiments 

 TRACG CORECOOL 
Mean Error (Calculation – Data), K [[                 
Standard deviation, K            ]] 
  

The details for the six transient CSHT tests are provided in Section 3.2 of the TRACG 

Qualification LTR
[4],[5],[6].  The parameters varied for the individual tests were the power, spray 

flow rate and the peak rod temperature at which the spray flow was initiated. To start the test, the 
power was held constant with no spray until the average rod temperature at some instrumented 
elevation in one of the rod groups reached an elevated temperature near 1000 K with the precise 
value varying from test to test.  Spray was then initiated and the bundle power was decreased to 
simulate decay heat  Immediately following the initiation of the spray, the rod temperature 
continues to increase and the primary effect of the spray is to reduce the vapor superheat. 
Droplets form within the vapor but they are unable to reach the wall. Subsequently, the spray 
begins to form a film on the inside and outside of the channel walls and the channel is quenched 
as the film front advances downward. The channel wall then becomes an effective radiation sink 
for the peripheral rods and the peripheral rods, in turn, become radiation sinks for the interior 
rods. Rod heat transfer is now about equally divided between convection and radiation and the 
combination of these two heat transfer modes is sufficient to turn the rod temperatures 
downward. Eventually, the rods are cooled sufficiently to allow the spray droplets to migrate to 
the rod wall and form a quench front. When the quench front reaches the elevation of the 
temperature measurement, the temperature drops to close to the spray temperature. 

In the six transient experiments used to construct Table 6-17, TRACG predicts that near 
the time of the peak clad temperature approximately half of the heat transfer is from convection 
and half is from radiation.  By assuming that the standard deviation of [[  ]] in predicting 
the PCT is entirely attributed to the convection model, one can bound the uncertainty from 
Equation (6.6-68). 
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6.6.11 Condensation Heat Transfer in the Presence of Noncondensable Gases 

Condensation heat transfer will occur when the wall temperature is less than the 
saturation temperature and the flow regime is vapor continuous. 

6.6.11.1 Technical Basis and Assumptions 

Steam Condensation in Tubes 

A modified version of the Vierow-Schrock (V-S) condensation correlation[146] has been 
used in TRACG.  The correlation is based on a two-part correction to a reference local heat 
transfer coefficient termed the "Nusselt" heat transfer coefficient.  This reference value is 
calculated by dividing the condensate thermal conductivity by the local liquid film thickness: 

condensation 1 2 refh  = f  f  h  (6.6-71) 

refh  = k /δ
�

 (6.6-72) 

The factor f1 is greater than or equal to unity since it accounts for increased heat transfer 
due to shearing (thinning) of the condensate film layer.  The factor f2 is less than unity and 
accounts for the decrease in heat transfer resulting from the presence of noncondensable (NC) 
gases.  NC gases tend to accumulate at the condensation site where they lower the steam partial 
pressure resulting in a reduction in the steam saturation temperature.  Because of how f2 is 
obtained, it accounts for other mechanisms that have not been explicitly considered in getting f1.  
Section 6.3 of Reference [149] indicates how f2 is correlated from the data for air and helium 
after accounting for the other effects already considered in f1shear and f1other.  One mechanism that 
is not explicitly considered is the change in buoyancy of the vaporous mixture because of the NC 
gases.  This effect is implicit in the value of f2 and will change as the NC gas composition 
changes; however, it is doubtful that the subtle effects of buoyancy are significant when 
compared to the strong impact of shear. 

The local condensate film thickness is defined in Reference [147] as: 
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for laminar condensate film flow (Rel < 1000) where 

4
Re

Γ
=

µ
�

�

 (6.6-75) 

For turbulent condensate film flow, Burmeister[148] presents  

3/ 2
1/3 2/3

s w
5/3

fg

g k (T T )zRe
0.003

4 h

 ρ −
=  

µ  

� ��

�

 (6.6-76) 

Re-arranging and differentiating yields: 
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1/3 2 /3
2 /3 s w

5/3
fg

g k (T T )
d(Re ) 0.052 dz

h

 ρ −
=  

µ  

� �

�

�

 (6.6-77) 

A simple energy balance yields: 

( )s w
fg

h(z)
(z) T T z

h
Γ = −  (6.6-78) 

Combining Equations (6.6-75) and (6.6-78) and differentiating produces 

( )s w
fg

4h
d(Re ) T T dz

h
= −

µ
�

�

 (6.6-79) 

Now, combining Equations (6.6-77) and (6.6-79) 

1/3 2/3
1/32

3 2/3

g k 1
Re 0.052

4h
− ρ

= ⋅
µ
� �

�

�

 (6.6-80) 

Using Equations (6.6-72) and (6.6-80) and solving for δ gives the turbulent film thickness 
1/32

2
51.3

g Re

 µ
δ =  

ρ 

�

� �

          or 
1/33

2
32.3

g

 µ
δ =  

ρ Γ 

�

�

 (6.6-81),(6.6-82) 

for Re� > 2000. 

As stated above, the two-part correction takes the form: 

condensation 1 2 refh  = f  f  h  (6.6-83) 

When Re  ≤ 1000, which indicates a smooth liquid film, the factor f1 is given by: 

f1 = min [ 1 + 2.88 x 10-5Rem1.18  ,   3.0  ] (6.6-84) 

where 

 m
m

m

G d
Re =

µ
 (6.6-85) 

When Re  > 2000, 

 f1 = 1 (6.6-86) 

Note:  The “m” subscript denotes the mixture of gases. 

The factor f2 is correlated in terms of the density ratio for air by: 
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air air
0.13

2 air air
0.22

air air

1.0 -10.0 x       x  < 0.066

f  = 1.0 -0.938 x    0.066  < x  < 0.49

1.0 - x         0.49 < x  < 1.0







 (6.6-87) 

air
air

m

x
ρ

=
ρ

 (6.6-88) 

The density of the gas mixture ( mρ ) is the sum of the partial densities for the gases. 

Incorporating the film thickness into Equation (6.6-72), the reference (or Nusselt) 
condensation heat transfer coefficient becomes: 
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 (6.6-89) 

A cubic spline interpolation is used for 1000 < Re� < 2000. 

The Vierow-Schrock correlation has been included in this description for historical 
reasons.  It has been supplanted by a more recent correlation, which has a wider database and is 
recommended by the developers at U. C. Berkeley.  This correlation, referred to as the K-S-P 
(Kuhn-Schrock-Peterson) correlation[149],[146], is the default and recommended correlation and 
was also developed at U. C. Berkeley for condensation in the presence of noncondensable gases 
inside tubes.  The correlation takes the same form as Equations (6.6-71) and (6.6-72).  However, 
f1 is split up into two parts: 

1 1shear 1otherf f f= ⋅  (6.6-90) 

where 

4
1otherf 1 1.83 10 Re−= + ×

�
 where again 

4
Re
 Γ

= 
µ 

�
 (6.6-91),(6.6-92) 

and f1 shear is: 

1
1shear

2

f
δ

=
δ

 (6.6-93) 

Reference [146] states: “The f1other factor accounts for other influences such as interfacial 
disturbances, deviations from linear temperature profiles, and temperature dependent properties, 
etc.”  In effect, f1other is a correction factor to bring the theoretical approximation derived from 



NEDO-32176, REVISION 4 
 

MODELS AND CORRELATIONS  6.6  -  Wall Heat Transfer 6-134 

smooth interface laminar film theory with interfacial shear as represented by f1shear into better 
agreement with the data. 

δ1 is equivalent to δ from Equation (6.6-73) and is the film thickness without shear.  δ2 is the 

film thickness with shear.  With interfacial shear the predicted film thickness, δ2 is given 
implicitly by: 

3 2
2 f i 2

f f g
f f

g
( )

3 2

δ ρ τ δ
Γ = ρ ρ − ρ +

µ µ
 (6.6-94) 

where: 

2
i R g g

1
f V

2
τ = ρ  (6.6-95) 

0.2
R mf 0.046Re −=  (6.6-96) 

leading to the interfacial shear prediction 
2

1.8m
i g

g i

0.023
Re

D

 µ
τ =  

ρ  
 (6.6-97) 

The f2 degradation function has been correlated in the form 

( )b
2f 1 cx= −  (6.6-98) 

for both air and helium.  For air x becomes xair where 

air
air

m

x
ρ

=
ρ

 (6.6-99) 

and 

0.708
air air

2,air 0.292
air air

1.0 2.601x , x 0.1005
f

1.0 x , x 0.1005

 − <
= 

− ≥
 (6.6-100) 

For helium x becomes xHe where 

He
He

m

x
ρ

=
ρ

 (6.6-101) 
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and 
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 (6.6-102) 

Given the appropriate value for f2 (see Section 6.6.11.2) the Kuhn-Schrock-Petersen 
correlation is formulated as 

shear other1 2 Nusselt 1 1 2 Nusselth f f h f f f h= = ⋅ ⋅ ⋅  (6.6-103) 

or  

( )4
2

2

k
h f 1 1.83 10 Re−= + ×

δ
�

�
 (6.6-104) 

The K-S-P correlation[149] has a database for Re� extending to 2000.  For turbulent films, 

a turbulent correlation is needed.  The Burmeister correlation[148] was used in conjunction with 
Vierow-Schrock.  Further review of correlations in the literature indicated that the correlation of 
Colburn and models developed by Dukler and Seban were better accepted.  These models agree 
with Burmeister only at high Prandtl number and predict lower heat transfer coefficients for 
water.  TRACG incorporates a correlation, which is proportional to 1/3Re

�
 (similar to 

Burmeister), but with a coefficient of 0.01, which puts it in the same range as the Dukler, Seban, 
Colburn models (see Figure 6-37).  The coefficient was chosen so that the correlation merges 
smoothly with the K-S-P correlation. 

The heat transfer coefficient for turbulent condensate flow (Re� > 2000) is calculated as: 

1/32

2 2

g Re
h 0.01 f k for Re 2000

 ρ
= > 

µ 

� �

� �

�

 (6.6-105) 

A cubic spline interpolation is used for 1000 < Re� < 2000. 

Steam Condensation in Containment 

The formulation of the local condensate film thickness in Equation (6.6-73) was derived 
for flat plates and is therefore suitable for use for steam condensation in the containment.  The 
default application for condensation is to use the K-S-P correlation (Equation (6.6-104)) with the 
f1shear factor set equal to 1, or δ2 = δ1.  This is appropriate, since velocities in the containment 
will be small compared to the tubes and the f1shear factor was developed specifically for tubes.  
The f2 factors will remain the same. 
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Another option is to use the "Uchida" correlation for condensation in the containment.  
The "Uchida" correlation is: 

0.7

air
2

air

1 x Watts
h 380

x m K

 −
=  

 
 (6.6-106) 

Equation (6.6-106) is undefined when xair = 0.  As a result, TRACG takes the minimum 
of the heat transfer coefficients predicted by Equation (6.6-106) and the K-S-P correlation with 
f1shear = 1. 

An option to use the Vierow-Schrock correlation with the f1 factor set equal to 1 is also 
available. 

6.6.11.2 Model as Coded 

The f2 degradation functions for both the V-S and K-S-P correlations are correlated by 
piecewise functions where the independent variable x is a density ratio.  Only air and helium 
have been considered in developing these correlations.  To accommodate a wide range of 
different gases, the equivalent density ratios xair for air and xHe for helium are determined as 
follows. 

First, the mole fraction of noncondensable gas molecules to total gas molecules is 
approximated by the ratio of the partial pressure ratio of all noncondensable gases to the total 
pressure.  Because all gases are assumed to be at the same temperature, this pressure ratio is 
equivalent to the mole ratio, provided the mixture of all the noncondensable gases with steam is 
assumed to also be an ideal gas.  Such an approximation is appropriate in a condensing 
environment because steam exhibits ideal gas behavior as its partial pressure is reduced in the 
presence of accumulating noncondensables. 

The mole fraction Ya of all condensable gases to the total combined gas reduces to: 

a a a
a

a

/ W W
Y

/ W W

ρ ρ
= =

ρ ρ
 (6.6-107) 

since Avogadro’s number and the common volume used to convert from mass to density cancel 
out in the ratio.  The ideal gas state relationship provides that  

v u v

P PW

RT R T
ρ = =  (6.6-108) 

Application of this state relationship to both the noncondensable gas density and the 
combined total gas density in Equation (6.6-107) leads to elimination of the molecular weights 
and the presumed common temperatures and results in: 

a a u v a
a

u a a

P W R T W P
Y

R T W PW P
= ⋅ =  (6.6-109) 
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The mole fraction is specified locally by the local pressure ratio, which, in turn, reflects 
the local concentration and composition of the noncondensable gases, whatever they may be. 

The effective molecular weight for the local noncondensable gas mixture is calculated by 
rearranging Equation (6.6-108) and applying it using the pressure and density for the mixture of 
all noncondensable gases to get 

a u v
a

a

R T
W

P

ρ
=  (6.6-110) 

In general, the total noncondensable gas (subscript a) cannot be expected to have the 
properties for air unless air is the only gas being modeled (the same is true for helium).  
Consequently, to evaluate f2,air, it is necessary to determine the density ratio xair as if the 
aggregate gas were replaced by an equivalent amount of air.  A similar transformation is needed 
to obtain the equivalent value for xHE needed to evaluate f2,He.  An equivalent mass fraction xn 
for a particular gas n is defined as that value for xn that will yield the same mole ratio as for the 
general aggregate gas.  Mathematically, the requirement is: 

must an
n n a a

PP
Y (x ) Y (x )

P P
≡ ≡  (6.6-111) 

The mass ratio and mole ratios for a noncondensable gas n with a molecular weight of 
Wn coexisting with steam are related by: 

( )
1

sn n
n n n n

s s n n n

WY W
x Y 1 Y Y

Y W Y W W

−
 

= = − + 
+  

 (6.6-112) 

where Ws is the molecular weight of steam.  Use has been made of the fact that 

Ys + Yn = 1.0 (6.6-113) 

Apply the requirement from Equation (6.6-111) to rewrite Equation (6.6-112) as: 
1

a a s a
n

n

P P W P
x 1

P P W P

−
  

= − +  
  

 (6.6-114) 

Using Equation (6.6-89), the local mole ratio for the total noncondensable gas, as 
characterized by its pressure ratio Pa/P, is transformed to an equivalent mass ratio for gas n.  
Thus, xair and xHe can be calculated and used to evaluate f2,air and f2,He.  This approach is 
justified by the fact that, when applied in this way, the degradation functions f2,air and f2,He 
produce similar results for a given input of Pa/P.  The similarities can be seen in Figure 6-34.  
The f2,air function from Equation (6.6-87) used in the Vierow-Schrock correlation also produces 
similar results.  These similarities are obtained in spite of the fact that the equivalent mass ratios 
for air and helium are quite different.  The implication is that the mole ratio or pressure ratio (not 
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the mass ratio) is the natural choice of independent variable for extension of the f2 degradation 
functions to a wide range of noncondensable gases. 

Because f2,air and f2,He for the K-S-P correlation yield similar but not identical results, 
linear interpolation between them is used for a total noncondensable gas with a molecular weight 
between the molecular weights of helium and air.  The interpolation variable is calculated as: 

a He

a He air He He a air

a air

0.0 , W W

Z (W W ) /(W W ) , W W W

1.0 , W W

<


= − − < <
 >

 (6.6-115) 
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Figure 6-34. Degradation Factor f2 Plotted versus Ratio of Noncondensable 

Partial Pressure to Total Pressure 

The generalized f2 function for the total noncondensable gas is then calculated for the 
K-S-P correlation using: 

( ) ( ) ( )2,a 2,air air 2,He HeKSP KSP
f Z f x 1 Z f x   = ⋅ + − ⋅     (6.6-116) 

The values for xair and xHe are those obtained from Equation (6.6-114).  Note that for the 
case where the total noncondensable gas is either all air or all helium the general form given 
above reduces to the original forms provided in the K-S-P correlation. 

For the Vierow-Schrock f2 function, where only air was considered, we use by default: 

( )2,a 2,air airVS VS
f f x   =     (6.6-117) 
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For assessment purposes, the code user may elect via input to substitute the more general 
form of [f2,a]KSP from Equation (6.6-116) for [f2,a]VS or vice-versa when using the K-S-P and 
V-S correlations. 

For the K-S-P correlation, values of Re� are limited to 100,000.  The gravity vector, g, is 

equal to 9.8 cos θ. 

In the K-S-P correlation, the factor f2 accounts for the degradation due to noncondensable 
gases.  It is obtained by correlating the ratio of the condensation heat transfer coefficient with 
noncondensable gases to the heat transfer coefficient without noncondensable gases.  It is 
intended to be a best fit to the data. 

6.6.11.3 Applicability 

Steam Condensation in Tubes 

The Vierow-Schrock correlation was developed for condensation of steam inside a tube 
in the presence of noncondensable gas.  Subsequent experiments have shown that the Vierow-
Schrock correlation is accurate over the range of conditions of the Vierow experiment, but needs 
some care in extrapolation beyond that range.  Kuhn[149] reports the standard deviation of the 
correlation with the data is approximately 30%.  The ranges and physical dimensions of the 
experiment were: 

Inlet pressure: 0.03 - 0.45 MPa 
Inlet temperature: 343 - 419 K 
Inlet steam flow rate: 0.0022 - 0.0083 kg/s 
Inlet air mass fraction: 0 - 0.14 
Local air mass fraction: 0 - ~1 
Tube dimensions: 

Length: 1.8 m 
Outside diameter: 25.4 mm 
Tube thickness: 1.65 mm 

The limit of f1 ≤ 3 was added to the model due to the rapid increase in f1 that occurs 
when the mixture Re exceeds the conditions of the Vierow experiment.  Even with this limit, the 
V-S correlation still over-predicts the Kuhn heat transfer data by more than 100% at high 
mixture Re inside of tubes.  However, as shown in Figure 6-35, the K-S-P correlation agrees well 
with the (unmodified) Vierow-Schrock correlation over the range of data in the Vierow 
experiment. 

Although the V-S correlation over-predicts the heat transfer coefficients overall, it 
predicts more degradation from noncondensable gases (lower heat transfer coefficients) than 
does the K-S-P correlation, as shown in Figure 6-36.  It is the f1 factor, which causes the over-
prediction of the modified Vierow-Schrock correlation. 

The K-S-P correlation has a standard deviation of 7.4% when compared to the pure steam 
data and a standard deviation of 17.6% when compared to the 70 steam-air tests of Kuhn.  The 
Kuhn experiment benefited from the experience of previous researchers and, as a result, provided 
the best set of data. 
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Figure 6-35. Heat Transfer Coefficients Predicted by K-S-P and Vierow-

Schrock Correlations versus Vierow's Experimental Data 
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Figure 6-36. Comparison of the V-S and K-S-P Predictions of Heat Transfer 

Degradation Due to the Presence of Air 

Figure 6-37 shows a plot of the normalized average heat transfer coefficient predicted by 
the recommended correlations (K-S-P for laminar flow, Equation (6.6-105) for turbulent flow) 
versus the condensate liquid Reynolds number for a case with a gas mixture Reynolds number of 
zero.  This is plotted against other correlations found in Collier[147] for flat plate condensation.  
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TRACG agrees well with Dukler in both the laminar and low-end turbulent range and the Seban 
analytical equation in the low-end turbulent range (Pr = 1).  Above Re� = 20,000 TRACG 

predicts lower heat transfer than Colburn and higher heat transfer than both Seban and Dukler.  
The slope is the same as the Colburn slope (Re1/3).  Equation (6.6-105) was chosen because it 
has the same slope as Colburn and also because it falls in between the well-established turbulent 
condensation expressions for Pr = 1.  Because the spread in these expressions is large, an 
appropriate uncertainty to use in sensitivity analysis for condensation in the turbulent regime is 
20%. 

Steam Condensation in Containment 

As shown in Figure 6-37, the TRACG correlation is in good agreement with correlations 
designed for vertical plate condensation.  Most of the condensation in the containment will be 
similar to this situation.  Thus, TRACG should provide a good estimate of the condensation heat 
transfer coefficient.  If the containment contains significant amounts of horizontal surface area, 
care should be taken to model this area with a non-horizontal equivalent area since no 
condensation heat transfer will be predicted using g cos(0o) = 0. 

Comparison of the K-S-P correlation[149] with tube data has shown a standard deviation of 7% 
with pure steam data, 18% with steam-air data and 13% for helium/air.  [[  

 ]]  
A comparison of the normalized average heat transfer coefficient predicted by TRACG with 
three commonly used models for flat plates.  Figure 6-37 also shows that the TRACG model 
agrees well with the Dukler model for laminar and low-end turbulent flow conditions.  For film 
Reynolds numbers larger than 20,000, TRACG predictions fall between the predictions by the 
Seban and Colburn models.  It should be noted that at such high Reynolds numbers, the heat 
transfer quickly becomes conduction controlled and the condensation heat transfer coefficient 
has a very small effect on the overall heat transfer rate.  Considering the fact that TRACG 
predictions fall between the predictions by two flat plate condensation models, and since the 
distribution and the deviations for these models are not known, it was decided to increase the 
maximum standard deviation for the tube data by [[  ]] to account for the spread of the flat 
plate correlations, [[     ]]. 
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Figure 6-37. Comparison of the Average Heat Transfer Coefficients  

versus Film Reynolds Number 

The Uchida correlation was based on data obtained from a vertical flat plate of 300 mm 
in height.  Figure 6-38 shows a comparison of the K-S-P, V-S, Dehbi[150] and Uchida 
correlations.  The comparison is made by averaging over a vertical slab of 5 meters in height.  
All four of the correlations are in reasonable agreement for air mass fractions less than 0.1.  As 
the air mass fraction increases, the Uchida correlation predicts less heat transfer than the other 
three correlations.  The Vierow-Schrock correlation predicts lower heat transfer than K-S-P due 
to the lower f2 factor.  The Uchida correlation, while widely used, has the least physical basis of 
any of the correlations.  The only parameter is the air mass fraction.  Thus, it does not take into 
account pressure or large vertical condensing surfaces, which may be present in a containment.  
It is useful, however, in obtaining the effect on containment performance of a low condensation 
heat transfer coefficient.  Typically, though, the long-term heat transfer is dominated by 
conduction through the wall.  Any error in the heat transfer coefficient will affect the rate of 
condensation, but will have only a minimal effect on the total amount of steam condensed in the 
drywell.  This is due to the heat transfer from bodies of high thermal mass in the containment 
eventually being controlled by conduction.  The total steam condensed will be nearly identical 
using any of the four correlations. 
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Figure 6-38. Comparison of Average Heat Transfer Coefficients Predicted by 

Four Correlations under Containment Conditions 

6.6.12 Thermal Radiation 

During a BWR loss-of-coolant accident (LOCA), radiation heat transfer may account for 
a significant amount of the total heat transfer in the fuel bundle.  An analytical model for 
calculating radiation heat transfer in a BWR fuel bundle was established and implemented into 
TRACG.  The model considers surface-to-surface radiation and the interaction between radiation 
and the two-phase mixture in the bundle.  The surface-to-surface radiation model contains a first-
order anisotropic transport correction, and the interaction with the two-phase mixture consists of 
absorption and emission. 

6.6.12.1 Radiation Heat Transfer Model - Technical Basis and Assumptions 

The radiation heat transfer model is similar to the model in References [104] and [116].  
The model is based on the following assumptions: 

• All surfaces are gray. 

• All surfaces have uniform temperatures. 

• All surfaces emit radiation diffusely. 

• The two-phase fluid between surfaces has uniform temperature, and it absorbs and 
emits radiation. 

• The semi-gray radiation model is applied for the two-phase mixture (i.e., absorption 
is based on the wall temperature, while emission is based on the temperature of the 
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two-phase mixture). 

• A first-order anisotropic transport correction is applied for surface reflections. 
For large and/or curved surfaces, there is generally a tendency for radiation to be 
reflected backwards towards the origin of the incident radiation.  Hence, the 
assumption that a fraction, µ , of the incident radiation is reflected backwards toward 
the origin, whereas the rest, 1–µ , is reflected uniformly in all directions, is a 
significant improvement over the assumption of isotropic reflection. 

The radiosity of surface i, Bi can be expressed as the sum of the emitted and reflected  

radiation (Figure 6-39): 

i i i i iB  = S  + (1- ) Hε ε  (6.6-118) 

where: 
4

i iS  = Tσ  (6.6-119) 

i jij
H  = HΣ  (6.6-120) 

and Hji is the incident radiation of surface i coming from surface j. 

 

Figure 6-39. Radiation Heat Transfer at a Surface 
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and the anisotropic part, A
ijB , which is reflected back to surface j, is: 

A
ij i i jiB  =  (1- ) Hµ ε  (6.6-122) 

The incident radiation from the direction of surface j is the sum of the radiation leaving 
surface j in the direction of surface i reduced by the transmissivity of the medium plus what is 
emitted by the medium: 

( )I A
ji j j ji j ji ji mij ij mij

i

1
H  =  A  B  F  + A  B  F S

A
τ + ε  (6.6-123) 

After simple algebraic manipulations, the following expression is obtained: 

A I I
ij ij i ij j ij ijB  = (a  B  + b  B + c  ) F  (6.6-124) 

where: 

i i ij ji
ij

i j ij ji

X  X   
a  = 

1-X  X   

τ τ

τ τ
 (6.6-125) 

i ji
ij

i j ij ji

X  
b  = 

1-X  X   

τ

τ τ
 (6.6-126) 

i mij mij j ji mji mji
ij

i j ij ji

X  (  S  + X    S )
c  = 

1-X  X   

ε τ ε

τ τ
 (6.6-127) 

i i iX  =  (1- )µ ε  (6.6-128) 

ij vij ij-(a  + a  ) R
ij  = eτ �  (6.6-129) 

mij ij vij =  + ε ε ε
�

 (6.6-130) 

ig vij v
mij

ij vij

 S  +  S
S  = 

 + 

ε ε

ε ε

� �

�

 (6.6-131) 

4S  =  Tσ
� �

 (6.6-132) 

4
v vS  =  Tσ  (6.6-133) 

v ij-(a  + a )R
ij

v

a
 =  1-e

a  + a
 ε  

��

�

�

 (6.6-134) 
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v ij-(a  + a )Rv
vij

v

a
 =  1-e

a  + a
 ε  

�

�

 (6.6-135) 

,i i ,j j
ij

i j

a  S  + a  S
a  = 

S  + S
� �

�
 (6.6-136) 

v,i i v,j j
vij

i j

a  S  + a  S
a  = 

S  + S
 (6.6-137) 

avi and ia
�

 are the vapor and liquid absorption coefficients, respectively.  For absorption, these 

coefficients are evaluated at the temperature of the surface, while the temperature of the vapor is 
used for emission from the vapor. 

Combine Equations (6.6-119), (6.6-121), (6.6-122) and (6.6-124) to obtain the following 
expression: 

( )I I Ii
i i i ij i ij j ij ij

ji

1-
B  = S  +  a B  + b B  + c  F

µ
ε

µ
∑  (6.6-138) 

Equation (6.6-138) describes a system of linear equations that can be solved for I
iB . 

The heat flux of surface i, is the difference between the radiosity and incident radiation: 

i i iq  = B  - H  (6.6-139) 

Combining Equations (6.6-118), (6.6-121) and (6.6-139) yields: 

I
i i i i i

i
i i

S  [1-  (1-  )] - B
q  =  

1- 1-

ε µ ε

ε µ
 (6.6-140) 

The energy absorbed and emitted by vapor is given by the following equations: 

( ) ( ) vijI A
abs,v i ij i ij ij

i j vij ij

a
Q  = A  F  B  + B  1-  

a  + a
τ∑ ∑

�

 (6.6-141) 

and: 

vij v
emit,v i mij ij

i j vij ij

S
Q  = A    F

 + 

ε
ε

ε ε
∑ ∑

�

 (6.6-142) 

Similar expressions can be written for the absorption and emission for the liquid.  Energy 
conservation can be shown by: 

i abs, abs,v emit,v emit,
i

 Q  = Q  + Q  - Q  - Q∑ � �
 (6.6-143) 
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after simple algebraic manipulations. 

Net heat fluxes for surface i to either vapor or liquid can be derived from Equations 
(6.6-141) and (6.6-142), as follows: 

( )( ) vijI A
i,v ij i ij ij ij vij vj

ij vij

a
q F B B 1 F S

a a

  
= Σ + − τ − ε 

+  �

 (6.6-144) 

( )( ) ijI A
i, ij i ij ij ij ijj

ij vij

a
q F B B 1 F S

a a

  
= Σ + − τ − ε 

+  

�

� � �

�

 (6.6-145) 

6.6.12.2 Model as Coded 

The equations for the isotropic radiosities as given by Equation (6.6-138) constitute a 
system of linear equations and are solved by direct inversion. 

The view factors and the beam lengths are dependent on the geometry only and are given 
by the general expressions[160]: 

i j

i j
j i2A A

ij
i

cos cos
dA dA

RF
A

β β

π=
∫ ∫

 (6.6-146) 

and 

i j

i j
j iA A

ij
i

cos cos
dA dA

RR
A

β β
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∫ ∫

 (6.6-147) 

where R is the distance between two points on surface i and j, and βi and βj are the angles 
between the line R and the normals to surface i and j respectively.  For elongated surfaces, as 
radiation in the axial direction is neglected, Equations (6.6-146) and (6.6-147) reduce as 
indicated in Reference [159] to: 

i j

i j
j iS S

ij
i

cos cos
dS dS
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S

β β
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 (6.6-148) 

and 
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i j
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β β
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 (6.6-149) 
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where R is the distance between two points along the perimeter of surface i and j, and βi and βj 
are the angles between the line R and the normals to perimeter i and j, respectively.  Equations 
(6.6-136) and (6.6-137) are integrated directly by numerical integration. 

The interaction of the thermal radiation with steam and droplets is based on the semi-grey 
radiation model, and the assumption that the medium is optically thin.  For the droplets it can be 
shown[142] that, when the medium is optically thin, scattering can be neglected and the absorption 
coefficient will be given by: 

d

d

a  = 1.11 
d

α
�

 (6.6-150) 

Reference [159] indicates that the absorption coefficient for the steam is a function of the 
temperature and pressure.  A good polynomial fit is given by: 

-5 -4 -7 -10 2 -13 3
va  = P 10  (5.2 10  - 9 10 T + 5.6 10 T -1.2 10 T )⋅ ⋅ ⋅ ⋅ ⋅  (6.6-151) 

6.6.12.3 Applicability 

The ranges of parameters in which the assumptions are valid include low pressures and 
high temperatures.  This is the range where core spray heat transfer applies for BWR LOCA 
conditions.  The radiation heat transfer model is identical to the radiation heat transfer model in 
CORECOOL[142], and has been extensively tested as part of the SAFER/CORECOOL[116] 
models.  CORECOOL was found to accurately predict core spray heat transfer and peak cladding 
temperatures[116] for the following ranges: 

0.1 < P < 7.0 MPa 

Tsat < T < 1420 K 

Peak cladding temperatures were predicted with an average error of [[   ]] and 
standard deviation of [[   ]]. 

6.6.13 Quenching Heat Transfer 

Experimental studies simulating the re-flood stage of a postulated loss-of-coolant 
accident for a BWR indicate that cladding temperature history can reasonably be characterized 
by the boiling curve with rewet being controlled by the transition boiling model.  Details are 
provided in Sections 6.6.6 through 6.6.8 of this document and References [116] and [153].  An 
optional model for conduction controlled quenching existed in prior versions of TRACG but had 
been deactivated.  This model has been enhanced and is recommended for use for LOCA 
simulations.  The quench model is described briefly below. 

6.6.13.1 Technical Basis and Assumptions 

The re-flood initialization consists of a search to locate quench fronts.  Rather than 
assume that the core is dry at the beginning of re-flood, which may not be the case, a pattern 
search of each average rod is made for the combined condition of clad surface temperature less 
than the quench front temperature and sufficient liquid available to form a film on the rod.  Two 
quench fronts per rod group or channel box surface are accounted for:  (1) a falling film from the 
top and (2) a bottom quench front. 

(
b
) 
(
7
)
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D
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(
b
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The motion of a quench front on a hot surface is a complex function of axial conduction, 
radial convection both ahead and behind the front, internal heat generation, and heat transfer.  
Since axial conduction of heat from ahead of the front to the quenched side occurs on a length 
scale of a centimeter or less, and typical fuel rods are several meters long, analytical methods 
have been developed to approximate quench front motion without resorting to costly two-
dimensional conduction solutions[160],[161].  A correlation, which approximates the one- and two-
dimensional solutions of References [116] and [153], is used for the quench front velocity vq: 

( )
0.5

w
q

w pw w

k
v  = Bi (1+0.40Bi) 

 C  dρ
 (6.6-152) 

where: 

2

Bi
 Bi=  

T
 (6.6-153) 

q w

w

h d
Bi = 

k
 (6.6-154) 

T = 
1-

Θ

Θ
 (6.6-155) 

+
w o
+
w sat

T -T
 = 

T -T
Θ  (6.6-156) 

and: 

hq = Heat transfer coefficient just behind the quench front 

To = Quench front temperature 

wT+  = Wall temperature just ahead of the quench front 

dw  = Wall thickness 

There is considerable ambiguity as to the proper definition of the quench front 
temperature.  The value used in TRACG is the same as in the SAFER[116] model: 

o sT  = T  +65 K  (6.6-157) 

The value of the heat transfer coefficient used in Equation (6.6-154) in the quench front 
correlation is the maximum of either the heat transfer coefficient just behind the quench front, 

-h
�
, or an experimentally determined value.  For quenching from the top by a falling film on the 

surfaces a value of [[   ]] is used.  This value is correlated from quench front 
propagation data and validated for core spray heat transfer data in Reference [116].   For 
reflooding from below, the value is based on an empirical correlation developed for TRACC-
P1A based on FLECHT reflood data[162]: 

(b) (7)(D)
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8 0.992 0.308
r o sat r

q 9 2.3
r o sat r

4.2 10 V (T T ) for V 0.0092
h  = 

1.9 10 V (T T ) for V 0.0092

− ⋅ − >


⋅ − <
 (6.6-158) 

where Vr is the reflood velocity obtained from the liquid velocity upstream of the quench front. 

The volumetric heat removal rate due to the advancement of the quench front is:  

''' +
w w pw q w satq  =  C  v  (T  -T )ρ  (6.6-159) 

6.6.13.2 Model as Coded 

The model has been encoded as described by Equations (6.6-152) through (6.6-159) with 
the following limitations: 

• An upper limit on the quench front velocity of 0.5 m/sec. is applied. 

• For re-flooding from the bottom, a multiplier is applied to the quench front velocity 
for high void fractions forcing the quench front velocity to 0.0 as the void fraction 

approaches 1.0.  The multiplier is given by: 1.0 for α < 0.85 and 
0.995

0.145

− α
 for 0.85 < 

α < 0.995. 

• For quenching due a falling film due to the overhead core spray sparger in the BWR, 
a multiplier is applied to the quench front velocity for high void fractions forcing the 
quench front velocity to 0.0 as the void fraction approaches 1.0.  The multiplier is 

given by: 1.0 for α < 0.975 and 
0.995

0.020

− α
 for 0.975 < α < 0.995. 

6.6.13.3 Applicability 

The quench front model is primarily applicable to film front quenching and re-flood 
quenching for conditions, where the heat transfer coefficient ahead of the quench front is small 
compared to the quench front heat transfer coefficient.  For conditions where a significant 
precursory cooling exists, the quench front model will conservatively under-predict the quench 
front velocity.   

6.6.14 Metal-Water Reaction 

At high temperatures, the zirconium used for the fuel rod cladding and the fuel channel 
box will react chemically with the steam: 

2 2 2Zr + 2 H O  ZrO  +2 H  + Q→  (6.6-160) 

6.6.14.1 Technical Basis and Assumptions 

The reaction rate is a function of the temperature and is given by Cathcart[163]: 

-6 4ds 3.473 10 2.010 10
 =  exp(- )

dt s T
 (6.6-161) 

where s is the thickness of the oxide layer. 
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The heat generation rate is given by: 

ZrQ = 6.45 MJ/kg  (6.6-162) 

6.6.14.2 Model as Coded 

The metal-water reaction is calculated by direct integration of Equation (6.6-161). 

6.6.14.3 Applicability 

The metal-water reaction rate is calculated by the Cathcart correlation[163] assuming that 
the reaction rate is limited by diffusion through the Zirconium-oxide layer.  For severe 
conditions with large hydrogen generation, the reaction rate can be limited by vapor diffusion 
through a hydrogen film at the surface.  This process is not modeled and will lead to an over-
prediction of the reaction rate for this condition. 

6.6.15 Assessment and Application to BWR 

The technical basis for the wall heat transfer correlations and their applicability were  
discussed in Sections 6.6.3 through 6.6.11.  Those sections discussed the ranges of applicability 
of the specific correlations and also compared the correlations to other data or other correlations.  
This section discusses the performance of TRACG in situations where the wall heat transfer 
correlations are used.  The TRACG Qualification LTR

[6] discusses in detail many comparisons of 
calcualted results to experimental data.  Some of those comparisons will be highlighted here. 

A comparison of heat transfer coefficients directly evaluated from the specific 
correlations to those calculated by TRACG for single-phase water flow in a pipe at a pressure of 
0.5 MPa is shown in Figure 6-40.  From left to right (low to high flow) the correlation changes 
from natural convection to turbulent flow.  In both regimes, the heat transfer value from the 
alternate calculation agrees well with the heat transfer coefficient calculated by TRACG.  This 
provides assurance that the correlations have been correctly implemented into TRACG. 

 

Figure 6-40. Comparison of TRACG Calculated Heat Transfer Coefficients 

and Alternate Calculations for Single Phase Flow 
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Comparisons of TRACG predictions of nucleate boiling are made in Section 6.5.11.  That 
section shows comparisons of the void fraction predicted by TRACG to the data from the 
Christensen sub-cooled boiling tests.  The calculations are in good agreement with the data.  This 
provides an assessment of the split of energy from the wall that goes into vapor generation versus 
heating up the bulk sub-cooled liquid.  Figure 6-41 is a comparison of heat transfer coefficients 
evaluated directly from the correlations with those made by TRACG for a heated 12 mm 
diameter pipe at 7.2 MPa with an inlet flow velocity of 0.8 m/sec.  At the bottom of the pipe, the 
heat transfer is by turbulent single-phase heat transfer using the Dittus-Boelter correlation.  As 
more heat is added to the liquid, it transitions into sub-cooled and then saturated nucleate boiling.  
The independent calculations of the correlations (based on ASME physical properties) agree well 
with the TRACG generated coefficients.  The heat transfer coefficients plotted for the Chen 
correlation (nucleate boiling) are the sum of the macroscopic and microscopic heat transfer 
coefficients.  This was done for comparison purposes.  In TRACG, the two-heat transfer 
coefficients are multiplied by different temperature differences as detailed in Section 6.6.4. 

The ability of TRACG to predict boiling transition in a BWR fuel bundle was shown in 
Section 3.6 of References [4], [5] and [6].  That section describes flow oscillation tests on a 
GE11 bundle and transient tests for a GE9 bundle in the ATLAS thermal-hydraulic test facility.  
The flow rates for the oscillation tests were selected such that the bundle had dryout-rewet 
behavior.  The tests show that TRACG, using the GEXL correlation accurately predicts transient 
critical power behavior.  The calculated ∆CPR values compare well with the experimental values 
as do the calculated time to the onset of boiling transition for the transient tests. 

 

Figure 6-41. Heat Transfer Coefficient from Heated Vertical Pipe Flow 
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The ability of TRACG to predict correct heat transfer for conditions of low void fraction 
film boiling is shown in Section 5.4 of Reference [6].  TRACG was used to predict the system 
response of the SSTF test facility during refill-re-flood transients of a BWR/6 large break 
LOCA.  TRACG predicts the overall system performance well.  

TRACG was also used to predict film boiling at high void fraction in the THTF test 
facility.  The results are shown in Sections 6.5.11 and 3.2.1 of the TRACG Qualification LTR

[6]. 

Applicability of the wall heat transfer correlations for BWRs is summarized by a 
comparison against the table of desired ranges for various reactor and containment regions 
(Table 6-18).  The desired ranges are shown in Table 6-1.  The most important regions from the 
standpoint of wall heat transfer are the core, the drywell, and, to a lesser extent, the wetwell air 
space.  The PCC and IC components are covered in Section 6.6.11. 

Wall Heat Transfer Regimes:  There are specific correlations for all wall heat transfer regimes 
encountered in the core, the drywell and the wetwell air space.  These are listed and discussed in 
Sections 6.6.1 through 6.6.14. 

Hydraulic Diameter:  The correlations are valid for the desired range of hydraulic diameter for 
the core region.  For containment volumes, the correlations are valid with the use of the 
equivalent hydraulic diameter concept, but with larger uncertainty.  The major heat transfer 
regime of importance is condensation.  Film condensation on walls is not dependent on the 
hydraulic diameter. 

Mass Flux/Reynolds Number:  The wall heat transfer correlations are validated over the range 
of mass flux and Re data encountered in the core.  In the wetwell airspace and drywell, the range 
of mass fluxes and Re are well covered.  The liquid Re number for condensate flow can become 
quite large.  This has been well assessed in Section 6.6.11 and several conditions exist in the 
literature up to Re� = 100,000. 

Pressure:  The correlations applicable for the drywell and wetwell air space were developed 
within the pressure ranges of these compartments.  The correlations for the core were typically 
developed for pressures up to 7 MPa.  Extension to higher pressures is based on assessment of 
pertinent parameters (CHF, film boiling, rewet) for pressurization transient. 

Void Fraction:  The void fraction ranges are covered in all the regions. 
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Table 6-18.  Applicability of Wall Heat Transfer Models to BWR Regions 

Range of Conditions 
Region 

Wall HT 

Regimes 
Size (m) 

P (MPa) G (kg/m2-s) Void Reynolds No. 

    CN C CE 

GT C CE CA C C C 

Core C C CA C C C 

Bypass C C CA C C C 

Upper Plenum C CN CA C C CE 

Mixing Region C CN CA C C CE 

Steam Dome C CN CA C C C 

Steam Line C CN CA CE C CE 

Down-comer C CE CA CE C CE 

Recirculation Loop C CE CA CE C CE 
Drywell C CE C C C CA 

Wetwell Air Space C CE C C C CA 

Suppression Pool C CE C CE C CE 

Main Vents C CA C C C C 

ESBWR Chimney C CN CA C C C 

Legend: 

C  Correlation database and separate effects tests cover range 

CA  Correlation supplemented by assessment covers range 

CE  Correlation supplemented by reasonable physical basis 

CA/CE Assessed against geometrically scaled data 

CN  Correlation range limited but phenomenon not significant 

N/A  Correlation not applicable over range 
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6.7 Turbulent and Molecular Mixing Models 

Single- and two-phase fluid mixing models have been formulated to account for mixing due 
to molecular and turbulent diffusion.  These optional models are selectable via user input.  The 
formulation focuses on describing the local mixing velocity j* separately, first for turbulent 
diffusion and then for molecular diffusion. 

During turbulent flow, volumes of fluids are exchanged laterally among adjacent locations 
leading to transport of mass, momentum and energy.  These mixing effects alter local axial mass 
flux, quality, void fraction and enthalpy distributions.  

A mixing model has been incorporated to account for this turbulent flow behavior.  The 
model accounts for exchange of mass, momentum, and energy laterally.  This exchange is caused 
by turbulent shear and eddy interchange.  It is able to account for the void profile, pressure drop 
characteristics, and enthalpy distribution more accurately than a model which ignores these 
phenomena. 

Typical applications may include turbulent mixing phenomena in the upper plenum, 
containment, and molecular diffusion/convection for boron mixing. 

6.7.1 Technical Basis and Assumptions 

As a part of the two-phase turbulent mixing model development, an extensive study of 
existing literature has been made.  The study identified fundamental measurements for 
phenomena such as jet and plume mixing, two-phase recirculation flow, and subchannel mixing.  
From these measurements, information has been obtained on local mixing velocities dependent  
on local thermodynamic and flow conditions[164],[165]. 

 
The mixing process (Figure 6-42) assumes equal volume exchange of two-phase mixture  

(eddies).  This volume exchange is caused by turbulence of the flow field.  The molecular 
diffusion process can also be shown to be an equal volume exchange process. 

The lateral transport rates are functions of the cross flow area, lateral mixing velocities, and 
the fluid properties of the adjacent participating locations.  The lateral cross flow area for 
turbulent exchange in the fluid continuum is typically larger than the axial flow area.  Thus, even 
for small mixing velocities, the lateral exchange rates may be significant compared to the axial 
flow rates.  Therefore, a model for "mixing velocity" (referred to as j* in the following 
formulation) is required for realistic evaluation of the two-phase conditions.   

The following assumptions are made to model turbulent mixing and molecular diffusion:   

• Equal volumes of two-phase mixture are exchanged among adjacent regions.  

• In each computational cell, the properties of the incoming fluid volume and the resident 
fluids are perfectly mixed.  

• Both vapor and liquid travel with the same lateral mixing velocity.  
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The mixing model is formulated as a net "outflow rate" due to mixing across the boundaries 
of a fluid control volume (node).  The general formulation is applicable to mass, momentum, and 
energy exchange for both vapor and liquid transport due to mixing.  

The general mathematical formulation of the two-phase mixing model is adapted from the  
model of Kazimi and Kelley[166].  The net outflow rate per unit volume due to mixing  
interaction among adjacent fluid regions, i and j, may be written as:  

*
ki ij k k i k k j

j

W  = A  j [( )  -( ) ] φ ρ φ ρ∑  (6.7-1) 

where  

j  =   Index for surrounding cells  
 k =   Liquid phase or vapor phase  
 Aij =   Inter–cell area per unit volume  
 φk =   Unity for mass exchange  
       Axial velocity, uk  for momentum exchange  
       Enthalpy, hk  for energy exchange 
 kρ  =   Macroscopic density of phase k  
 j* =   Two-phase mixing velocity 

The local single-phase or two-phase mixing velocity, j*, which is assumed to be equal for 
both the phases, is formulated to be proportional to the local mixture superficial velocity: 

*j  = c j  (6.7-2) 

Cell i Cell j

Fluid element

Equal volume mixing

 

Figure 6-42. Turbulent Mixing in a Two-Phase Mixture 
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This formulation is based on observations of mixing behavior in jet, plume, and subchannel 
type mixing described in References [164] and [165].  From these references, a value of:  

c = 0.1  (6.7-3) 

describes the turbulent mixing velocity in these tests.  This value has been implemented into the 
TRACG mixing model.  Qualification of the mixing model, along with sensitivity studies that 
vary the value of C to reflect the degree of mixing, are included in the following sections.  

For molecular mixing, Fick’s Law of Diffusion leads to: 

* D
j  =   (molecular mixing)

L
 (6.7-4) 

where D is the molecular diffusivity of the fluid mixture or solution and L is the typical mixing 
length.  In the linearization scheme of TRACG, the lateral distance between node centers 
participating in the mixing process is chosen as the value for L.  

6.7.2 Applicability 

The mixing model described in the previous section is relatively simple, but has produced 
good results for a number of applications.  Section 3.8 of References [4], [5] and [6] shows 
comparisons for void fraction distribution for the chimney regions of the Experimental Boiling 
Water Reactor (EBWR) and the VK-50 reactor.  The predictions were generally within 0.1 of the 
measurements.  Calculations made without the mixing term showed a larger variation between 
the central and peripheral regions, with less favorable agreement with the data.  In both cases, the 
geometry was cylindrical with diameters from 1 to 2m.  The pressure ranged from 4.6 to 6.4 
MPa. 

The model is based on data that includes low pressure conditions, and has been assessed 
against subchannel and plume mixing data over a range of pressures.  The main limitation in the 
model is the use of a length scale which is not well defined.  Because the length scale is typically 
the cell size, the results will be dependent on the nodalization, and empirical confirmation is 
needed at different scales. 

The main applications where a mixing model is needed is for ECCS mixing in the upper 
plenum, for the distribution of noncondensable gases in the drywell, and for thermal stratification 
in the suppression pool. 

For the upper plenum, a specific model has been developed based on the tracking of spray 
trajectories and submerged jet mixing.  This model is described in Section 7.8.2. 

The mixing model described in this section is not currently being used for containment 
applications.  In the drywell, flows are calculated by application of the momentum equation 
(Section 3.1), with the mixing terms set to zero.  Thus, the flows are dependent only on wall 
friction and buoyancy.  The calculated noncondensable distributions provide a measure of the 
adequacy of the model.  Comparisons[151] with the data obtained in the PANDA facility at the 
Paul Scherrer Institute show that the trends are reasonably predicted.  In this context, the mixing 



NEDO-32176, REVISION 4 
 

MODELS AND CORRELATIONS  6.7  -  Turbulent and Molecular Mixing Models 6-159 

model is only being used for sensitivity studies.  An alternate bounding approach will address the 
effects of the noncondensable distribution on containment performance. 

Stratification in the suppression pool is being modeled empirically with TRACG.  In this 
model, the portion of the pool below the lowest source of thermal energy is assumed to be 
stratified.  The portion above the source will be well mixed.  These phenomena are not sensitive 
to the mixing model used.  The validity of the TRACG model has been demonstrated by 
comparison against a variety of large-scale data as summarized in Figure 7-44. 
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7.0 COMPONENT MODELS 

Descriptions of the various component models included in TRACG are given in this 
section.  A physical description of each component is presented with a typical noding diagram 
showing the conventions used to model the component.  Mathematical models, including finite-
difference approximations, are given only for those aspects of the component that are not 
covered in the basic hydrodynamics and heat-transfer descriptions.  User options, restrictions on 
the use of the component and input/output information are also given.  Specialized models for 
pumps, jet pumps, fuel channels, steam separators, and heat exchangers are described.  Models 
for the steam dryer and the upper plenum regions of the vessel are also described. 

The terminology and nomenclature in this section are generally consistent with the 
terminology and nomenclature defined previously in Sections 3.0 through 6.0.  Symbols specific 
to a particular model are defined in the individual sections that follow. 

7.1 Pipe 

The pipe (PIPE) component models the flow in a one-dimensional (1-D) duct or pipe.  
The pipe component can be used alone in a simulation or it can be used as a connector between 
components to model a reactor system.  Capability is provided to model area changes, wall heat 
sources, and heat transfer across the inner and outer wall surfaces.  A wide selection of pipe 
materials is available to represent the wall material in the wall conduction calculation. 

Figure 7-1 shows a typical noding diagram for a pipe containing a Venturi tube and an 
abrupt area change.  The numbers within the pipe indicate fluid cell numbers.  The positive sense 
for flow is the direction of increasing cell numbers.  The geometry is specified by providing a 
volume and length for each cell and a flow area, hydraulic diameter and loss coefficient at each 
cell boundary.  The junction variables, JUN1 and JUN2, provide reference numbers for 
connecting a pipe to other components.  The numerical methods used to treat the thermal-
hydraulics in the pipe are described in Section 8.2. 

Input options are available to allow for wall heat transfer and to select correlations for 
CHF.  Wall heat transfer can be omitted by setting the number of heat-transfer nodes (NODES) 
to zero.  Generalized heat-transfer capability allows the user to specify heat exchange between 
any pipe cell and any other component fluid cell or wall node in the model.  The generalized 
heat-transfer option is activated through the IHTS and IWT input parameters.  The CHF 
calculation can be bypassed by setting the input parameter, ICHF, to a negative value. 

Calculation of pressure drop due to wall friction losses for the pipe component described 
in Section 6.2.1 requires a wall roughness input by the user.  An abrupt area change can be 
modeled by input of additional pressure loss factors.  Because of central differencing, any 
irreversible losses must be modeled with an appropriate pressure loss factor. 
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Figure 7-1. PIPE Noding Diagram 

 

1 

2 

NCELLS 

JUN1 

JUN2 

RADIN 

TH 

1 2 

NODES HD 

DX 



NEDO-32176, REVISION 4 
 

 

COMPONENT MODELS  7.1  -  Pipe 7-3 

Pipe components may be connected to any other component.  However, computational 
expense increases rapidly with the number of component junctions and the users are cautioned to 
minimize the number of components used in their models.  In addition, 1-D cells of grossly 
different length should not be placed together, as this can cause computational difficulties, 
particularly when area changes also occur. 

Output for a pipe consists of mass flow rate in and out of the pipe, mass flux in and out of 
the pipe, and nodal values of pressure, void fraction, liquid and vapor velocities, saturation 
temperature, liquid and vapor temperatures, liquid and vapor density, cell-to-cell pressure drop, 
choking, and CCFL indicators.  If wall heat transfer is included, information on the heat-transfer 
regime, liquid and vapor HTC on inner and outer surfaces, surface heat fluxes to liquid and vapor 
on the inner wall surface, heat sources and wall temperatures for each radial node are printed for 
each axial cell. 
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7.2 Pump 

The pump (PUMP) component is represented by a 1-D component with N cells (N > 1).  
Figure 7-2 shows a typical noding diagram for the pump component.  The pump momentum is 
modeled as a source, called SMOM.  SMOM is required to act between Cells 1 and 2; therefore, 
it is necessary to construct the cell noding such that the cell numbers increase in the normal flow 
direction. 

 

Figure 7-2. PUMP Noding 

 

7.2.1 Pump Governing Equations 

The pump component combines the PIPE component with pump correlations.  The pump 
model is identical to the 1-D pipe model except that the momentum equations at the SMOM face 
are rewritten as: 
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∆Pp is the pressure rise through the pump evaluated from the pump correlation.  The steady-state 

solution of Equation (7.2-1) is: 

p 2 1 mP  = P  -P  +gcos x∆ θ ρ ∆  (7.2-4) 

which is the desired result.  Friction does not enter explicitly into the pump motion equation.  
Therefore, additive friction is not allowed at the SMOM face. 

The pump model describes the interaction of the system fluid with a centrifugal pump.  
The model calculates the pressure differential across the pump and its angular velocity as a 
function of the fluid flow rate and the fluid properties.  The model can treat any centrifugal pump 
and allows for inclusion of head degradation caused by two-phase effects. 

Pump characteristic curves describe the pump head and torque response as a function of 
fluid volumetric flow rate and pump speed.  Homologous curves (one curve segment represents a 
family of curves) are used for this description because of their simplicity.  These curves describe, 
in a compact manner, all operating states of the pump obtained by combining positive or 
negative impeller velocities with positive or negative flow rates. 

To account for two-phase effects on pump performance, the pump curves are divided into 
two separate regimes.  Data indicate that two-phase pump performance in the vapor fraction 
range of 20% to 80% is degraded significantly in comparison with its performance at vapor 
fractions outside of this range.  One set of curves describes the pump performance for single-
phase fluid (void fraction 0.0 or 1.0), and another set describes it for two-phase fluid.  The pump 
head at any vapor fraction is calculated from the relationship: 

1H H m( ) ( )1 2= − α Η − Η  (7.2-5)  

where 

H = Total pump head 
H1 = Pump head from the single-phase homologous curves 

H2 = Pump head from the fully degraded homologous curves 

m = Pump degradation multiplier 
α = Vapor fraction 

The two-phase hydraulic torque is treated similarly.  The following definitions are used in 
the subsequent development: 

H = Pump head = ∆Pp/ρ 
Q = Pump volumetric flow rate 
Ω  = Pump impeller angular velocity 
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where ∆Pp is the pump differential pressure and ρ is the pump inlet density.  To allow one set of 
curves to be used for a variety of pumps, the following normalized quantities are used: 

r

H
h

H
=  (7.2-6) 

r

Q
q

Q
=  (7.2-7) 

r

w
Ω

=
Ω

 (7.2-8) 

where the subscript, r, denotes the rated condition.  The pump similarity relations given in 
Reference [167] show: 

2

h q
f .

w w
 

=  
 

 (7.2-9) 

For small w, this correlation is not satisfactory and the following combination of 
variables is used: 

2

h w
 = f

q q

 
 
 

. (7.2-10) 

The first correlation is used in the range 0 ≤ |q/w| ≤ 1 and the second is used in the range 
of 0 ≤ |w/q| ≤ 1.  The four resulting curve segments, as well as the curve selection logic used in 
TRACG, are shown in Table 7-1. 

The dimensionless hydraulic torque is defined by: 

r r

T /

T /

ρ
β =

ρ
 (7.2-11) 

where 

T =  Hydraulic torque 
Tr =  Rated  torque 

ρ =  Pump inlet density 
ρr =  Rated density 

The single-phase torque, T, is dependent on the fluid density and is calculated from: 

r
r

T = T
 ρ

β  
ρ 

 (7.2-12) 
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The density ratio multiplier is needed to correct for the density difference between the 
pumped fluid and the rated condition.  For two-phase conditions, the impeller torque is 
calculated from: 

1 1 2T = T  - N( )  (T  - T )α  (7.2-13) 

where 

T = Total impeller torque 
T1 = Impeller torque from the single-phase homologous curves 
T2 = Impeller torque from the fully degraded homologous curves 

N(α) = Torque degradation multiplier 

The homologous, normalized, torque curve segments for β are correlated in the same 
manner as the head curve segments shown in Table 7-1. 

In addition to the homologous head and torque curves, the head and torque degradation 
multipliers defined in Equations (7.2-5) and (7.2-14) are needed.  These functions are usually 
nonzero only in the vapor fraction range where the pump head and torque are either partially or 
fully degraded. 

The pump model can either specify the pump angular velocity or the motor torque while 
its motor is energized.  When the torque is specified, the time rate of change for the pump motor 
assembly is proportional to the sum of the moments acting on it, and is calculated from: 

i m f b
i

d
I  =  T  = T  - (T + T  + T )

dt

Ω
∑  (7.2-14) 

where 

I = Pump motor assembly moment of inertia 
T = Impeller torque 
Tf = Torque caused by friction (constant) 
Tb = Bearing and windage torque 
Tm = Applied motor torque 

The bearing and windage torque (Tb) is modeled as a fraction of the rated torque by: 

n 1 n

b r b 2
r

T T C
+Ω Ω

=
Ω

 (7.2-15) 

where Cb is an input constant (TFR2) and Ωr is the rated impeller angular velocity. 

The torque due to friction (Tf) is modeled as a fraction of the rated torque by: 

n 1

f r f n
T T C

+Ω
=

Ω
 (7.2-16) 
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where Cf is an input constant (TFR1).  The impeller torque is evaluated using the homologous 
torque curves and Equation (7.2-14); it is a function of the fluid density and flow rate as well as 
the pump angular velocity.  Tm is defined through the control system.  It is initially set to zero 
and retains that value unless the control system changes it to a nonzero value.  For time step 
(n+1), Equation (7.2-15) is solved implicitly with respect to pump speed using: 

[[ ]]  (7.2-17) 

Equation (7.2-17) is substituted into Equations (7.2-1) and (7.2-2), which are solved 
together with the thermal-hydraulic equations as described in Section 3.0 for the new fluid 
velocities.  The new pump speed is then obtained by back substitution into Equation (7.2-17). 

The pump work, which is added to the fluid energy equation, is calculated as: 

pE = ΩΤ  (7.2-18) 

The wall heat transfer, wall friction, CHF calculation and implicit hydrodynamics options 
are the same for the pump component as for the pipe component.  In addition, the following 
options are specified:  pump type, motor action, reverse speed, two-phase, and pump curve.  The 
input variables, IPMPTR and NPMPTX, specify the trip identifier for the pump trip initiation 
and the number of pairs of points in the pump-speed table (SPTBL), respectively.  If  IPMPTR = 
0, no pump trip action occurs (a constant speed pump). 

If the pump motor is energized, its angular velocity is assumed to be the constant value 
specified.  If the motor is not energized, a pump coast down calculation is performed using the 
specified initial pump speed. 

There are three pump options available (IPMPTY = 1, 2, or 3).  For pump option 1 
(IPMPTY = 1), the pump speed variation is specified by input.  Pump option 2 (IPMPTY =2) is 
similar to option 1 except the pump speed is calculated from Equation (7.2-17) after a trip has 
occurred.  Pump option 3 (IPMPTY = 3) allows the motor torque and its partial derivative with 
respect to speed to be calculated by the control system.  For IPMPTY = 3 the pump speed is 
calculated using Equation (7.2-17). 

If the reverse speed option is turned off (IRP = 0), the pump is allowed to rotate in the 
forward direction only.  For this case, if negative rotation is calculated (after trip with pump 
Option 2), its speed will be set to zero. 

If the two-phase option is turned on (IPM = 1), the degraded pump head and torque are 
calculated from Equations (7.2-5) and (7.2-13).  If the two-phase option is turned off (IPM = 0), 
only the single-phase head and torque homologous curves are used. 

There are several restrictions and limitations in the pump component.  Because there is 
no pump motor torque-versus-speed model, the pump speed is assumed to be input if the motor 
is energized.  Pump noding is restricted such that the pump momentum source is located between 

(
)
(
)
(
D)

(b) (7)(D)

(b) (7)(D)
(
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Cells 1 and 2 of the pump model.  Finally, the head degradation multiplier, M(α), and the torque 
degradation multiplier, N(α), are assumed to apply to all operating states of the pump. 

7.2.2 Pump Head and Torque Homologous Curves 

The user may specify pump homologous curves in the input or alternatively choose 
between two sets of built-in pump curves.  In earlier versions of TRACG, the built-in default set 
of pump curves were based on the MOD-1 Semi-scale system pump[168],[169],[170].  These curves 
have been retained as “set 1”.  Another built-in set of curves more typical of large centrifugal 
pumps has been incorporated as “set 2”.  The curves for set 2 are similar to the Bingham pump 
curves built into RETRAN-02 and the default RELAP/5-MOD1 curve set.  For either of the 
TRACG curve sets, the single-phase head (HSP), fully degraded two-phase head (HTP), head 
degradation multiplier (M), single-phase torque (TSP), fully degraded two-phase torque (TTP), 
and torque degradation multiplier (N) curves are provided.  Figure 7-3 through Figure 7-8 depict 
the built-in curves.  The dark blue lines with the solid symbols correspond to “set 1” and the red 
lines with the open symbols correspond to “set 2”.  The curves are numbered corresponding to 
the conditions provided in Table 7-1 where “z” is the either the dimensionless head “h” or the 
dimensionless hydraulic torque “β ”.  Because these homologous curves are dimensionless, they 
can describe a variety of pumps of different sizes using the pump similarity relations and the 
rated values for fluid density, head, torque, flow and angular velocity provided via input as the 
scaling parameters. 

The last column of Table 7-1 is provided to indicate how the head curve numbers used by 
RELAP and RETRAN can be related to the curve numbering used in TRACG.  To get the 
corresponding torque curve numbers for RELAP and RETRAN simply add eight to these 
numbers.  There are two RELAP and RETRAN curve numbers for each TRACG curve because 
both RELAP and RETRAN use a different number depending on whether the independent axis is 
positive or negative.   

Table 7-1.  Definitions of the Four Curve Segments that Describe the 

Homologous Pump Curves 

TRACG 

Curve Segment 
Selection Criteria 

Correlation of 

z h or= β  

RELAP & 

RETRAN 

Head Curves 

1 |q/w| ≤ 1  and  w > 0 12

z q
=f

w w
 
 
 

 3, 1 

4 |q/w|≤ 1  and  w < 0 42

z q
=f

w w
 
 
 

 7, 5 

3 |w/q| ≤ 1  and  q < 0 32

z w
=f

q q

 
 
 

 4, 6 

2 |w/q| ≤ 1  and  q > 0 22

z w
=f

q q

 
 
 

 8, 2 

Static State w = 0  and  q = 0 z = 0  
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Figure 7-3. Single-Phase Homologous Head 
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Figure 7-4. Fully Degraded Homologous Head Curves 
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Figure 7-5. Head Degradation Multiplier 
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Figure 7-6. Single-Phase Homologous Torque Curves 
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Figure 7-7. Fully Degraded Homologous Torque Curves 
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Figure 7-8. Torque Degradation Multiplier 
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7.3 Valve 

The valve (VLVE) component models the flow in a valve.  A valve is modeled as a one-
dimensional component, as shown in Figure 7-9.  The heat-transfer and fluid-dynamics models 
used in a valve calculation are identical to those of a pipe (Section 7.1). 

Modeling valve action is achieved by controlling the flow area and associated local loss 
coefficient between two fluid cells.  The expressions used for this purpose are: 

flow area =  AVLVE x FRACT 

and 

KLOSS     =  f (FRACT) 

where: 

AVLVE = Fully open valve flow area 

FRACT = Fraction of the valve that is open 

f = A user-defined table of loss coefficient versus valve area fraction 

Eight user options are provided for controlling the valve action by setting the value of 
IVTY (see Table 7-2).  Choosing IVTY = -1 allows the valve area to be set by the control 
system.  Setting IVTY to a value from 1 to 4 allows trip control, with the valve opening or 
closing instantly or as a function of time.  Setting IVTY = 5 models a check valve where an open 
or closed condition is determined by a pressure differential between the specified cells and two 
setpoints.  Setting IVTY = 6 models a motor-operated valve, while choosing IVTY = 7 simulates  
a relief valve with multiple setpoints. 

 

Figure 7-9. VLVE Noding Diagram 

 

 

 

Variable flow area and loss 

1 2 IVPS N 
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Table 7-2.  Control Options for VLVE 

IVTY Option 

-1 Valve area is controlled by a control system. 
1 Valve is normally open and is closed instantly on a trip signal. 
2 Valve is normally closed and is opened instantly on a trip signal. 

3 
Valve is normally open and is closed on a trip signal according to a time-
dependent valve table. 

4 
Valve is normally closed and is opened on a trip signal according to a time-
dependent valve table. 

5 
Check valve is controlled by a static pressure gradient.  IVPG is the gradient 
option.  IVPS defines the cell face where the valve orifice is located. 

 

If IVPG = 1, DP = P(IVPS - 1) – P (IVPS). 
If IVPG = 2, DP = P(IVPS) - P (IVPS - 1). 
If DP + PVC1 ≥ 0, valve opens instantly. 
If DP + PVC2 < 0, valve closes instantly. 

6 
Power-operated valve that opens or closes at fixed rates based on pressure 
setpoints. 

7 Relief valve with multiple setpoints. 

7.4 Tee 

The tee (TEE) component models the thermal-hydraulics of three piping branches, two of 
which lie along a common line.  The third enters at some angle from the main axis of the other 
two as shown in Figure 7-10.  In the code, the tee is treated as two pipes, as indicated in Figure 
7-10 and Figure 7-11.  Beta is defined as the angle from the low-numbered end of PIPE1 to 
PIPE2.  The low-numbered end of PIPE2 always connects to PIPE1.  The first pipe extends from 
Cell 1 to Cell NCELL1 and connects to PIPE2 at Cell JCELL.  The second pipe begins at Cell 1 
and ends at Cell NCELL2. 

The connection is effected through mass, momentum, and energy source terms in PIPE1.  
PIPE2 sees the connection as boundary conditions from Cell JCELL in PIPE1.  The time 
differencing and iteration procedures are such that conservation of the scalar qualities is 
preserved (within a convergence tolerance) and the level of implicitness at the connection 
ensures that no additional stability limitations apply at a tee.  Phase separation at the junction is 
not implemented.  The void fraction from cell JCELL in PIPE1 is used when donor-celling the 
boundary conditions of Cell 1 in PIPE2. 

The momentum equation in the TRACG solution scheme depends on noding and flow 
direction.  Considering the simple nodalization shown in Figure 7-11, the momentum source is 
derived for the liquid phase momentum equation.  The results will also be applicable to the vapor 
momentum equation.  The calculated pressure change for a single-phase steady-state flow with 
positive velocity and without sources, friction loss and gravity from Cell 1 to Cell 2 is given by: 

2 1 1
2 2 1 1-2

2

P  -P A
 = -v  (v  -v ) +B

Aρ
�

 (7.4-1) 
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where 

v
v

x

∂

∂
 is calculated according to Equation (3.2-2) (for simplicity D and E are set to unity) 

and B1-2 is a source term. 

In the derivation of Equation (3.2-2), a side branch was not accounted for.  To get the 
correct pressure drop for two streams mixing (with D=E=1) Equation (7.4-1) should read: 

2 1
2 2

P  -P
 = -v  (v  -v')

ρ
�

 (7.4-2) 

where v′ is an estimate for the velocity at the center of Cell 1.  Neglecting compressibility 
effects, this velocity is given by the merging of the two streams: 

31
1 3

2 2

AA
v ' v v

A A
= −  (7.4-3) 

Combining Equations (7.4-1), (7.4-2) and (7.4-3) gives: 

3
1-2 3 2

2

A
B  = - v  v

A
 (7.4-4) 

This source term is applied in TRACG for both positive and negative source flow.  In the 
case of negative primary flow (v1), the momentum source term, B1-0, is calculated to be: 

3
1-0 3 1

1

A
B  =  v  v

A
−  (7.4-5) 

In most applications of interest, the error incurred by ignoring the effect of the source 
momentum is small.  In cases where this is not true, however, the user may use the jet pump 
(JETP) component in place of the tee.  This component is a special type of tee in which certain 
assumptions have been made regarding the normal flow direction and in which the momentum 
source term in PIPE 1 is not neglected (see JETP description). 

Because the tee is modeled as essentially two interconnected pipes, the pipe model 
description in Section 7.1 should be referenced for additional information. 
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Figure 7-10. TEE Noding Diagram 
 
 

 

Figure 7-11. Sample Noding Scheme for Tee Component 
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7.5 Fuel Channel 

The fuel channel (CHAN) component has been developed to simulate one or more BWR 
fuel rod bundles and channel walls.  The channel is a tee component (Section 7.4) to which fuel 
rod heat transfer and channel wall heat transfer models have been added.  The channel can be 
used to simulate a single bundle or several bundles in a stand-alone mode in which boundary 
conditions to the channel are supplied by break and fill components.  This capability is quite 
useful for performing hot bundle analysis or for investigating single bundle experiments.  The 
channel component can also be used to simulate rod bundles in a BWR core region. 

Basing the channel component on the tee structure provides an implicit coupling of all 
flow paths, including the leakage paths.  Junction 1 of the channel component represents the 
channel inlet connection to the lower plenum.  The end of the primary section of the channel 
(JUN2) is the channel exit to the upper plenum.  The secondary section of the channel is used to 
model the leakage path from the channel to core bypass region.  The channel utilizes a zero cell 
secondary pipe as shown in Figure 7-12  The secondary function (JUN3) provides a connection 
from JCELL directly to another component. 

The leakage flow calculation makes use of GEH design correlations that express leakage 
flow as functions of pressure drop, fluid conditions, and geometry for all possible leakage paths.  
The calculated leakage flow is based on an effective loss coefficient applied at the leakage 
junction (JUN3).  A similar process is used in the vessel component to model leakage flow from 
the lower plenum to the core bypass region.  Details of the leakage calculation are provided in 
Section 7.5.1. 

Each channel component is assigned a fraction of the total core power.  The axial and rod 
group distributions of power provide the power deposition in each fuel rod axial node.  The 
radial distribution of power within the fuel rod is also specified.  Details of the fuel rod radial 
conduction solution are provided in Section 4.2.3.  Direct heating of the channel fluid and 
structure is also available as described in Section 9.4. 

An option to model water rod flow is available for the channel component.  The water 
rod model (Section 7.5.6) allows the modeling of a flow path between two channel cells.  The 
geometry of this internal pipe connection is user specified.  Heat transfer through the water rod 
and direct energy deposition are modeled. 

To model a BWR core, channel components are connected across the usual core region of 
the vessel component.  The connections are made with standard vessel sources (see vessel 
component in Section 7.8).  The 3-D hydrodynamics solution in the core region of the vessel 
component is used for the flow in the region outside the BWR channels but inside the core 
barrel.  A simplified noding scheme for a BWR vessel is illustrated in Figure 7-13.  For this 
nodalization, three channel components are used to simulate all fuel bundles in the BWR core 
region.  Within each channel component, five-rod groups are chosen to model radiation heat 
transfer.  This noding scheme allows for fine nodalization in the radial direction of the core 
without increasing the number of vessel nodes. 

In addition to the heat transfer options available for other components, the fuel rod and 
channel wall heat transfer models include detailed radiation heat transfer (Section 6.6.12), and 
bottom-up and top-down quench fronts (Section 6.6.13) for each rod group as well as for the 
inside of the channel wall.  Heat transfer on the outside of the channel wall is coupled to the 
vessel hydrodynamics solution. 
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Nomenclature 
 Item Description 

 A area 
 Ao an empirical constant representing the mean radius of the contact spots 
 Avi empirical constant for the ith component (Equation (7.5-12)) 
 C coefficient in leakage flow correlation (Section 7.5.1) 
 C contact pressure constant (Section 7.5.2) 
 Cg1 perforated rod gap conductivity equation constant (Equation (7.5-13)) 
 Cg2 perforated rod gap conductivity equation exponent (Equation (7.5-13)) 
 CR1 =0.2, constant defined by the GESTR-LOCA empirical relocation model 
 CR2 =0.5, constant defined by the GESTR-LOCA empirical relocation model 
 CPR critical power ratio 
 DQ thermal diameter 
 E modulus of elasticity 
 Fr fraction of additional fission gas released 

 Fkx the ratio of krypton to xenon in the fission gas 
 G mass flux 
 (g

1
+g

2
) fuel rod gas gap temperature jump distance 

 h heat transfer coefficient 
 h enthalpy 
 ∆hs subcooling  at channel inlet 

 hg total gap conductance 
 hs heat transfer coefficient for conduction through fuel/cladding contact 

spots 
 hf heat transfer coefficient for conduction through the gas layer at 

fuel/cladding interface 
 hr radiant heat transfer coefficient 
 Hm Meyer hardness of the cladding 
 I radial pellet/cladding interaction 
 kfg thermal conductivity of the fuel rod gas 
 K loss coefficient 
 L rod heated length 
 LA annular length 
 LB boiling length 
 Mi molecular weight  of the ith component 
 n total amount of gap gas (gm-mol) 
 ni empirical constant for the ith component (Equation (7.5-12)) 
 N number of radial nodes in the fuel 
 Nfgr total moles of gaseous fission products released from the fuel 
 Nfgf total moles of gaseous fission products remaining in the fuel 
 NHe total moles of filler gas in the rod 
 NXe total moles of xenon  
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Nomenclature 
 Item Description 

 NKr total moles of krypton  
 P system coolant pressure 
 P power 
 Pc fuel/cladding contact pressure (Section 7.5.2.3) 
 Pc critical power 
 Pg fuel rod internal gas pressure 
 PY fuel/cladding contact pressure corresponding to cladding yield 
 ∆P pressure difference 
 q heat transfer per unit volume 
 Q bundle power 
 Qc bundle critical power 
 ∆ri reference (cold) radial dimension of the ith fuel node 
 rfo fuel nominal (cold dimension) outer radius 
 rci cladding nominal (cold dimension) inner radius 
 rco cladding nominal (cold dimension) outer radius 
 R GEXL R-factor 
 R nominal radial gap size 
 R universal gas constant 
 R1 fuel pellet surface roughness 
 R2 cladding surface roughness 
 R4 mean roughness (Equation (7.5-16)) 
 Reff effective hot radial thermal gap between the fuel pellet and cladding 
 Rci hot cladding inner radius 
 Rfo hot outer fuel radius 
 ∆Rf fuel thermal expansion 

 s clad oxide thickness 
 t cladding thickness 
 T temperature 
 Tc cladding average temperature 
 Tf gas temperature in the fuel rod volume 
 Tp plenum gas temperature 
 Tfi fuel temperature of the ith fuel node 
 

cT  cladding average temperature at the maximum LHGR axial position 

 
pellet,maxT  volume-weighted fuel pellet temperature at the maximum LGHR axial 

position 
 TM thermal margin 
 Vf fuel rod volume 
 Vp plenum volume 
 W flow  
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Nomenclature 
 Item Description 

 xc node instantaneous critical quality 
 xe node instantaneous equilibrium quality 
 X fuel exposure (GWd/MTU) 
 Xi gm-moles of the ith component 
 Greek  
 αfi thermal expansion coefficient of the ith fuel node 
 αc thermal expansion coefficient of cladding 

 α void fraction 
 ρ density 
 ε thermal emissivity 
 ε cladding strain 
 εE cladding elastic strain 

 σβ Stefan-Boltzman constant 

 σc cladding hoop stress 

 σY cladding yield stress 

 ν Poisson’s ratio for the cladding 
 Subscript  
 csp core support plate leakage path 
 B channel-lower tie plate leakage path 
 c cladding 
 f fuel pellet 
 f saturated liquid 
 g gas gap 
 g saturated steam 
 FS fuel support leakage path 
 i inner 
 i initial 
 i ith component 

 � liquid 

 LEAK leakage 
 LTPH lower tie plate hole 
 o outer 
 p plenum 
 r reference 
 ref reference 
 sat saturated condition 
 sg spring/getter 
 v vapor 
 w wall 
 Superscript  
 H hot rod 
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7.5.1 Leakage Flows 

The bypass flow rate is the summation of the leakage flows through several paths.  The 
flow rate across each leakage path is represented as a function of the pressure difference across 
the path.  These leakage flow expressions are correlated from test data (see References [171] and 
[172]).  The leakage paths are shown in Figure 7-14.  There are two different types of leakage 
paths.  The first category consists of the paths in which the flow rates are functions of the core 
support plate pressure difference (∆Pcsp).  There are seven different paths of this type 
represented by Wcsp in Figure 7-14.  The second type of leakage path depends on the fuel 
assembly type and is dependent on the pressure distribution in the fuel assembly.  There are three 
leakage paths of this type. 

7.5.1.1 Leakage Flow Paths 

The seven core support plate leakage paths, which are modeled, are as follows: 

• Fuel support casting – control rod guide tube (upper) 

• Fuel support casting – control rod guide tube (lower) 

• Core support plate – control rod guide tube 

• Control rod guide tube – control rod drive housing 

• Core support plate – in-core instrument guide tube 

• Core support plate holes 

• Core support plate – shroud 

The data for the various core support plate leakage flow rates have been correlated in the 
following form: 

[[ ]]  (7.5-1) 

where the C’s depend on the particular path being calculated.  The flow rate from each individual 
path is multiplied by the number of paths of that type in the core.   

The other leakage paths are from the fuel bundle to the bottom of the bypass region.  The driving 
pressures for these paths are dependent upon the pressure distribution within each fuel assembly 
type.  Three separate paths are considered in the leakage modeling as described below.
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Figure 7-12. Channel Noding Diagram 
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Figure 7-13. Simplified Reactor Nodalization Showing CHAN Components 
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Figure 7-14. Leakage Flow Paths 
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The fuel support-lower tie plate leakage flow rate is channel type dependent and is of the 
form: 

[[ ]]  (7.5-2) 

The lower tie plate hole leakage flow rate is channel type dependent and is of the form:   

[[ ]]  (7.5-3) 

The channel-lower tie plate leakage flow rate is channel type dependent and is of the 
form: 

[[ ]]  (7.5-4) 

The above correlations (Equations (7.5-1) through (7.5-4)) are employed for the 
calculation of forward leakage flow. 

Different sets of equations are used for the two directions to account for direction 
dependent flow losses and the possible effect of the pressure differential on flow area in certain 
paths.  The individual leakage flows are calculated for backflow using correlations of the form: 

[[  ]]  (7.5-5) 

The constants are empirically fitted to experimental data[173].  Hot wall effects are 
considered in backflow to account for a lag in the metal temperature with respect to the fluid 
saturation temperature during a blow-down.  Steam generation in the smaller paths has the 
potential for increasing the pressure drop because of two-phase losses and reducing the net liquid 
leakage. 

7.5.1.2 Model Formulation 

The leakage flow correlations described above are implemented into the TRACG solution 
scheme by defining effective loss coefficients as follows: 

2
LEAK

LEAK 2
LEAK

2A P
K

W

ρ∆
=  (7.5-6) 

where 

WLEAK = Simulation of all applicable leakage flows 
ALEAK = Leakage area 
ρ = Fluid density 
∆P = Driving pressure drop 

When two-phase conditions are predicted, KLEAK is modified by a two-phase multiplier.  
Effective loss coefficients are defined for each channel type and each vessel cell at the bottom of 
the bypass region. 
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7.5.1.3 Assessment 

The GEH design correlations for the leakage flow as described in Equations (7.5-1) to 
(7.5-6) are implemented into TRACG.  The flow and ∆P dependence for each type of leakage 
paths is simulated through the user input for the coefficients.  The TRACG calculated flow rates 
agree very well with those calculated by ISCOR[171] for identical boundary conditions.  The 
uncertainty and applicability of the TRACG leakage flow model are the same as the coefficients 
correlated from data[173].  The standard deviations are [[  ]] for WLTPH and [[  ]] for 
WB.  The correlations cover a wide range of pressure differentials ranging from forward to 
reverse flow. 

7.5.2 Fuel Pellet Gap Conductance 

The gap between the fuel pellet and the surrounding cladding of a fuel rod causes a local 
thermal resistance, which must be included in an accurate model of the fuel cladding radial 
temperature distribution.  The gap contains a mixture of helium fuel rod filler gas and xenon and 
krypton gaseous fission products released from the fuel.  The gap can be characterized by 
assuming that it has negligible thermal capacitance and a thermal conductance which is 
calculated from a rather complex model that considers such phenomena as relative fuel cladding 
thermal expansion, fuel cladding creep and plasticity, fuel relocation, densification, irradiation 
swelling, and fission gas release. 

The GESTR-LOCA gap conductance model[174] developed by General Electric Company 
is similar to the Ross and Stoute model, which considers the overall gap conductance as the sum 
of three separate components.  These components represent radiation heat transfer between fuel 
and cladding, conduction across the gas gap, and conduction through points of contact between 
the fuel and cladding.  TRACG contains gap conductance models, which are consistent with the 
GESTR-LOCA model, and which are comparable to the models used in SAFER[172].  [[  

 
 
 
 
 

 ]] 

The gap conductance model as formulated by Ross and Stoute and used in GESTR and 
TRACG is:   

hg = hs + hf + hr (7.5-7) 

where 

hg = Total gap conductance 
hs = Heat transfer coefficient for conduction through fuel/cladding contact spots 

hf = 
Heat transfer coefficient for conduction through the gas layer at the 
fuel/cladding interface 

hr = Radiant heat transfer coefficient 
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The total gap conductance, hg, is used in the heat conduction model to describe the heat 
flux from fuel to cladding. 

The remainder of this section is outlined as follows.  Sections 7.5.2.1 through 7.5.2.3 
document the formulations for the radiation heat transfer (hr), gap gas conductance heat transfer 
(hf), and fuel/cladding contact heat transfer (hs), respectively.  The gap gas conductance and 
contact heat transfer depend on the gap size, and the fuel and cladding thermal expansion.  
Sections 7.5.2.4 and 7.5.2.5 document these calculations.  The implementation and initialization 
of this conductance model in TRACG are documented in Section 7.5.2.6.  Section  7.5.2.7 gives 
the assessment of the conductance model in TRACG. 

7.5.2.1 Radiation Heat Transfer 

An equivalent radiation heat transfer coefficient is used to model radiation heat transfer 
between the fuel pellet and cladding: 

( )
( )

14 4
fo ci

r
fo ci c f

T T 1 1
h 1

T T

−

βσ −  
= + − 

− ε ε 
 (7.5-8) 

where Tfo and Tci are the fuel pellet outer surface temperature and the cladding inner surface 

temperature in K and εc and εf are the cladding and fuel thermal emissivities, and σβ is the 
Stefan-Boltzman constant. 

7.5.2.2 Gap Gas Conductance Heat Transfer 

The conductance across the gas gap, hf, is modeled assuming that the fuel pellet has 
cracked into wedge-like segments which have non-uniform radial displacements: 

[[ 
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]] 

The gas gap thermal conductivity is calculated as a function of gas composition and 
temperature: 

[[ 

]] 

Helium, xenon and krypton are considered in the calculation.  [[  
 ]] 

If a fuel rod perforation occurs, the gap conductance is adjusted to reflect the presence of 
steam and hydrogen rather than a fission product gas mixture inside the fuel rod.    The model for 
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composition of the gases in the gap after perforation is the same model that also approved by the 
NRC in 1981[180].   The thermal conductivity is simply modeled as: 

( ) g 2C

fg g1 gk C T=  (7.5-13) 

where 

Cg1 = Perforated rod gap conductivity equation constant 

Cg2 = Perforated rod gap conductivity equation exponent 

[[     
 

 

   ]] 

The gases that are considered are those that are prevalent in the gap.  Helium is important 
because of the initial backfilling of helium.  [[  

 
 
  
 
 
 

 ]] 

The fission gas production of some isotopes of xenon (Xe) and krypton (Kr) are 
important because their fission yield rates compared to the decay times are large enough that 
these gases exist in sufficient amounts and for long enough times that they can be released from 
the UO2 pellet into the gap. 

The fission yields and the half-lives are not the only consideration.  For example, cesium 
is produced in large amounts but is not present as a gas in the gap in any appreciable amounts 
because it readily reacts chemically and is effectively removed as a gas by a number of 
processes.  Olander discusses these processes in Chapter 12 of Reference [177].  Chapter 13 of 
Olander’s book discusses fission gas production in the fuel pellet and the release mechanisms are 
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discussed in Chapter 15.  Ultimately, the only fission gases that accumulate in the gap in any 
appreciable amounts are the stable (or longer half-life) isotopes of Xe and Kr as stated in Section 
15.3.6 of Olander’s book[177].  In terms of the total number of fission gas atoms in the gap, the 
GESTR model assumes [[  ]] is krypton and [[  ]] is xenon (page 3-9 of 
Reference [174]).  This composition is representative of the ratios that one would expect from 
accumulated fission gas yields for the stable and longer half-life isotopes of Kr and Xe due to 
thermal fissions in U-235 and Pu-239 and fast fissions in U-238. 
 

[[  
 
 

    ]]   

7.5.2.3 Fuel/Cladding Contact Heat Transfer 

The fuel/cladding contact conduction term (hs) depends on fuel/cladding contact at some 
contact pressure (Pc).  Conduction through points of contact between the fuel and cladding is 
modeled as: 
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]] 

7.5.2.4 Gap Size Calculation 

Several factors affect the size of the fuel-cladding gap.  The change of gap size during the 
transient is partially due to the thermal expansion or contraction of the fuel pellet and the 
cladding.  The change of fuel and system pressure during the transient can affect the cladding 
hoop stress and, therefore, change the gap size.  During some transients, the cladding plastic 
strain may increase the gap size and may develop through-wall cracks. 

The effective gap size in Equation (7.5-9) is determined as follows: 
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]] 

7.5.2.5 Fuel and Cladding Thermal Expansion 

In general, the fuel pellet is cracked into pie-shaped segments during operation.  
[[  

  

 

   
 

 
   
     

     
   

     
 

 

  

 

   

   

  

 

(b) (7)(D)

(
b
) 
(
7
)
(
D
)

(b) (7)(D)



NEDO-32176, REVISION 4 
 

COMPONENT MODELS  7.5  -  Fuel Channel 7-36 

 

   

   

   

 
 ]]  

The cladding plastic strain model is described in Section 7.5.3.3. 

7.5.2.6 Implementation and Initialization 

The preceding sections describe the transient gap conductance model, which must be 
initialized to reflect the steady-state operating condition.  [[  

 
 

 ]] 

7.5.2.6.1 Gap Gas Composition 

From the gap conductance data files, generated by GESTR, TRACG obtains the 
following: 

[[ 

]] 
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[[  
 
 

   
   

 
 

     
 ]] 

7.5.2.6.2 Initial Gap Size 

[[    
  

  

 

   

  

    

 ]] 

7.5.2.7 Assessment 

The gap conductance models implemented into TRACG are consistent with the GESTR-
LOCA model[174] and are comparable to the models in SAFER[172].  The TRACG calculated 
transient gap responses agree very well with those calculated by SAFER for the identical 
boundary conditions as shown in Figure 7-15.  The comparison was done for a small break 
LOCA case. The initial values agreed perfectly and small differences developed during the 
transient due to differences between the TRACG and SAFER hydraulic models. 
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[[ 

]] 

Figure 7-15. TRACG to SAFER/GESTR Gap Conductance Comparison 

The uncertainty in the total fuel heat transfer is assessed in terms of the calculated 
temperature difference (fuel centerline-moderator).  For 1σ value in gap conductance, the change 
in temperature difference is [[  ]]. 

7.5.3 Cladding Perforation 

The cladding swelling and rupture model calculates the cladding hoop stress, strain 
(elastic and plastic) and the conditions of cladding perforation.  The cladding hoop stress is 
calculated from the differential pressure (internal gas pressure – system coolant pressure) across 
the cladding.  This hoop stress is then compared to the stress at which perforation will occur, 
which decreases as the cladding temperature increases.  The transient internal gas pressure is 
calculated from the perfect gas law, which requires calculation of the transient gas temperature in 
the fuel rod plenum and in the fuel column. 

The remainder of this section is organized as follows.  Section 7.5.3.1 documents the 
calculation for the cladding hoop stress and the internal gas pressure.  Section 7.5.3.2 documents 
the calculation for the plenum gas temperature, and Section 7.5.3.3 describes the perforation 
model.  Section 7.5.3.4 gives the assessment of the cladding swelling and rupture model in 
TRACG. 

The perforation model applies to any point along the fuel rod. Normally perforation would be 
expected to occur at the point of peak LHGR, but perforation could occur for an LHGR less than 
the PLHGR, if the temperature is higher at that location. 
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7.5.3.1 Cladding Stress and Internal Gas Pressure 

The transient fuel rod cladding hoop stress is a function of the difference between the fuel 
rod internal gas pressure (Pg) and the external coolant pressure (P) and is calculated for a thin 
walled tube as: 

( )ci
c g

co ci

r
P P

r r

 
σ = − 

− 
 (7.5-30) 

where 

Pg = Fuel rod internal gas pressure 

P = System coolant pressure 

The fuel rod internal gas pressure is calculated using the perfect gas law [[  
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 ]] 

7.5.3.2 Plenum Gas Temperature 

The transient plenum temperature, Tp (t), is calculated by solving a set of coupled 
ordinary differential equations for the spring/getter, unheated cladding and plenum gas 
temperatures as described here (and shown as Figure 7-16): 
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]] 

These results are used to determine the transient fuel rod internal gas pressure and the 
transient cladding hoop stress. 

7.5.3.3 Rod Perforation Model 

The transient fuel rod cladding hoop stress (Equation (7.5-30)) is used with the 
perforation model to determine the onset of cladding plastic yielding and fuel rod perforation. 

[[    
 
 
 

 

 
 
 
 

 

 
 
 

 ]] 

7.5.3.4 Assessment 

The gap perforation models implemented into TRACG are comparable to the models in 
SAFER[172].  The cladding rupture stress and plastic strain are based on experimental data[175].  
The TRACG calculated transient gap responses agree very well with those calculated by 
SAFER[172] for identical boundary conditions. 

7.5.4 Thermal Radiation Heat Transfer 

In addition to heat transfer options available for other components, the fuel rod and 
channel wall heat transfer models include detailed radiation heat transfer for each rod group as 
well as for the inside of the channel wall.  Section 6.6.12 describes the thermal radiation model 
used in TRACG. 
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[[ 

]] 

Figure 7-16. Plenum Gas Temperature Model 
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[[ 

]] 

Figure 7-17. Cladding Rupture Stress vs. Temperature 
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[[ 

]] 

Figure 7-18. Cladding Plastic Strain vs. Temperature 
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7.5.5 Critical Power 

The critical power is calculated from the GEXL correlation.  The GEXL correlation 
calculates the critical quality as function of pressure (P), mass flux (G), boiling length (LB), 
annular length (LA), R-factor (R), and thermal diameter (DQ): 

c c B A Qx x (P,G, L , L ,R, D )=  (7.5-38) 

Critical power or boiling transition is then determined as the condition where the 
equilibrium quality (xe) equals the critical quality (xc): 

e cx x=  (7.5-39) 

For a bundle with a power Q, a typical equilibrium quality and critical quality as function 
of axial elevation may look as shown in Figure 7-19. 

[[ 

]] 

Figure 7-19. Typical Equilibrium Quality and Critical Quality for a Fuel 

Bundle 

The critical power is then determined by increasing the power or heat flow to the fluid 
while all other parameters such as pressure, inlet fluid conditions and power shapes are kept 
constant.  The equilibrium quality will increase as the heat flow to the fluid is increased.  As a 
result of the increased quality, the boiling boundary, defined as the point where the equilibrium 
quality equals zero (xe = 0.0) is reached at a lower elevation in the bundle.  Similarly, the 
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transition to annular flow, which is determined from the [[  ]] correlation, will 
move downwards in the bundle as the heat flow and equilibrium quality is increased.  
Consequently, for a given elevation z, the boiling and annular lengths will increase, and there 
will be a corresponding increase in the critical quality.  The power or heat flow to the fluid is 
increased until, at some point in the bundle, the equilibrium quality equals the critical quality.  
The power Qc at this condition is the critical power.  For a bundle with a critical power of Qc, a 
typical equilibrium quality and critical quality as function of axial elevation may look as shown 
in Figure 7-20. 

 [[ 

]] 

Figure 7-20. Typical Equilibrium Quality and Critical Quality at Critical 

Power 
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  ]] 

It is convenient to introduce the following parameters: critical power ratio (CPR) and 
thermal margin (TM): 
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cQ
CPR

Q
=  (7.5-41) 

s
c

fg

s
e

fg

h
x

h
TM

h
x

h

∆
+

=
∆

+

 (7.5-42) 

where sh∆  is the inlet subcooling.  Note:  

s
inlet

fg

h
x

h

∆
= −  (7.5-43) 

From the above equations it is seen that critical power corresponds to CPR=1 and TM=1. 

Two options exist for the calculation of the CPR for transient conditions.  [[  
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Option 1.  [[  
 

   
 
 

 

 
 

 

 

 

 ]] (7.5-44) 

Option 2.  [[  
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 ]] 

The assessment of the critical power calculation can be found in Section 3.6 of the 
TRACG Qualification LTR

[6]. 

7.5.6 Water Rod Model 

An option to model water rod flow is available for the channel component.  The water 
rod model allows the modeling of a flow path between any two channel cells.  The geometry of 
this internal pipe connection is user specified as part of the channel input.  The geometry 
specification is consistent with any pipe component with the added restriction that the cell 
boundaries in the water rod must match cell boundaries in the channel.  This requirement 
facilitates the calculation of heat transfer through the water rod clad and direct energy deposition 
to the water rod fluid.  The heat transfer connection between the channel and the water rod is 
specified using the component-to-component heat transfer logic.  The solution of the water rod is 
handled in the same manner as that used for the secondary branch of the tee component.  In the 
water rod, both end junctions are internal, whereas in the secondary tee branch only one end is an 
internal junction.  This formulation allows for an implicit coupling of the water rod flow. 

7.5.7 Hot Rod Model 

TRACG uses a one-dimensional thermal hydraulic model for the fuel channel as well as 
the other one-dimensional components.  Experience from the qualification of TRACG has shown 
that TRACG calculates the average fuel rod temperatures very well based on the average 
hydraulic conditions.  Cross-sectional variations in the hydraulic conditions, however, can lead 
to variations in the in the heat transfer and fuel temperatures.  This is particularly the case for 
high void fractions where the flow is in the annular flow regime and where the rods are in film 
boiling heat transfer.  This is typically only important for the reflood phase of a LOCA prior to 
the quenching of the fuel rods.  An optional hot rod model has been implemented into TRACG to 
account for this phenomenon.  [[  
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[[ 

]] 
Figure 7-21. Hot Region Void Fraction 

 

7.5.8 Cladding Oxidation 

Cladding oxidation during events with high cladding temperatures are calculated using 
the Cathcart correlation[163] as described in Section 6.6.14.  The initial oxidation thickness can be  
specified through input to TRACG.  This allows the user the flexibility to specify either a 
nominal or bounding initial oxide thickness.  In addition, TRACG also contains an optional 
model determined from plant data where the oxide thickness is determined as function of 
exposure.  The nominal oxide thickness as function of exposure is given by: 

[[     ]] (7.5-45) 

where X is the exposure in GWd/MTU. 

The uncertainty in the initial thickness is given by: 

[[   ]] (7.5-46) 
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7.6 Jet Pump 

This model is based on the tee component; however, modifications have been made to 
include the momentum source term for the junction in order to conserve momentum for the 
mixing process.  Furthermore, losses have been included to account for inefficient mixing and 
for smooth and abrupt flow area changes. 

7.6.1 Jet Pump Momentum Source 

The momentum source term to be applied to the momentum equation for primary tube 
flow (Figure 7-22) is obtained by considering the momentum balance for the different flow 
configurations that can occur in the jet pump (Figure 7-24). 

Considering the simple nodalization shown in Figure 7-23, the momentum source is 
derived for the liquid phase momentum equations.  The results will also be applicable to the 
vapor momentum equation.  The steady-state pressure changes due to the merging of two liquid 
flows (Figure 7-23) are for normal operating conditions (V1 > 0, V2 > 0, V3 < 0 ): 

1 oP  -P
 = 0

ρ
�

 (7.6-1) 

32 1
2 1 2 3 1 3

2

AP  -P
 = v (v -v ) +v (v  +v )

Aρ
�

 (7.6-2) 

 

 

Figure 7-22. Jet Pump Nodalization   
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Figure 7-23. Simple Noding Scheme for Jet Pump Component 
 

The momentum equation in the TRACG solution scheme depends on noding and flow 
direction.  The calculated pressure change for a single-phase steady-state flow without sources, 
friction loss and gravity from the suction inlet to Cell 1 is given by: 

1 o 1 1
1 1 1 1

2 2

2 31
1

2 2

P P A A1
 = -  (v v  )(v  v )

2 A A

AA1
 =  v  (1 ) 

2 A A

−
+ −

ρ

+

�  (7.6-3)  

This pressure increase is the pressure recovery given by Bernoulli’s equation for a stream 
expanding from an area of A1 to A2.  This pressure gain will not occur in the jet pump and is 
compensated for by a simple loss coefficient. 

From Cell 1 to Cell 2, the pressure change is given by: 

2 1 1
2 2 1

2

P P A
 = -v  (v v ) +B

A

−
−

ρ
�

 (7.6-4) 

By combining Equations 7.6-2 and 7.6-4, the momentum source term is calculated to be: 

3 3
3 3 1 1 2

2 2

A A
B = v  (v v ) + v v  

A A
+  (7.6-5) 

This source term is applied in TRACG for positive drive flow.  In the case of negative 
source flow (positive side tube velocity), the flow in the primary tube may not be accelerated by 
the source flow.  Therefore, the momentum source term is set to zero; nevertheless, there is an 
irreversible loss due to the flow splitting similar to the flow with sudden expansion. 

Two loss coefficients have been implemented into TRACG to account for incomplete 
mixing of the fluid stream.  The losses are the nozzle loss applied at face 3 in Figure 7-23, and 
the mixing loss applied at face 2 in Figure 7-23.  These losses have been correlated against data 

 
v3 

v2 v1 

A3 

A1 A2 

P1 P2 

P3 

P0 

∆X0 ∆X2 ∆X1 



NEDO-32176, REVISION 4 
 

COMPONENT MODELS  7.6  -  Jet Pump 7-52 

from the 1/6 scale jet pump test performed at INEL.  The losses depend on the flow regime, and 
are given in Table 7-3 and Table 7-4. 

 

Table 7-3.  Jet Pump Mixing Losses 

Regime Drive flow M 
P∆

ρ
�

 

1 v > 0 0 < M 2o
1

M *max 0, 0.065 1 c v
M

  
−  

  
 

2 v > 0 -1 < M < 0 0.0 
3 v > 0 M < -1 0.0 
4 v < 0 0 < M 0.0 
5 v < 0 -1 < M < 0 0.065 c* 2

1v  

6 v < 0 M < -1 0.065 c* 2
1v  

 

Table 7-4.  Jet Pump Nozzle Losses 

Regime Drive flow M 
P∆

ρ
�

 

1 v > 0 0 < M 0 
2 v > 0 -1 < M < 0 min [2.5, M (0.08M – 0.06)] 2

3v  

3 v > 0 M < -1 min [2.5, M (0.08M – 0.06)] 2
3v  

4 v < 0 0 < M max [0, 0.48 (1 – M/Mo)] 
2
3v  

5 v < 0 -1 < M < 0 [0.48 – M(0.33 – 1.74M)] 2
3v  

6 v < 0 M < -1 2.55 2
3v  
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where: 

1 1 1

3 3 3

W A v
M= =

-W -A v
 (7.6-6) 

2 3
0

3

A  -A
M  = 

A
 (7.6-7) 

2

* 1

2 3

A
c  = max [1 , ]

A  -A

 
 
 

 (7.6-8) 

7.6.2 Jet Pump Form Loss Coefficients 

Additional losses are included in the jet pump model.  These losses account for inlet and 
exit losses as well as form losses in converging or diverging flow areas. 

7.6.2.1 Diffuser (Expansion) Losses 

The irreversible pressure loss coefficient through a diffuser is given by Idelchik[181] as: 
1.5 * 2

eK =C  ( tan  )  (1-A  )β  (7.6-9) 

where: 

β  = Diffuser angle 

A* = Area ratio of outlet to inlet 

Ce  = Constant 

The recommended value of Ce is 0.0 and is the default value in TRACG.  Users may 
input the value of Ce if they so desire. 

This pressure loss coefficient is used at every cell face of the jet pump where the flow 
areas at the cell centers on either side of the face increase in the direction of flow. 

7.6.2.2 Nozzle (Contraction) Losses 

The irreversible pressure loss coefficient through a nozzle is due to the contraction is 
given by Idelchik[181] as: 

*
oK =C  sin  (1-A  )β  (7.6-10) 

where: 

β = Contraction angle 

A* = Area ratio of outlet to inlet of contraction 

Co = Constant 
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The default value of Co is 0.38 in TRACG.  The user can optionally input their own 

value of Co.  This pressure loss coefficient is used at every face in the jet pump where the flow 

area at the cell centers on either side of the face decrease in the direction of flow. 

7.6.2.3 Inlet Losses 

There is an irreversible pressure loss at the jet pump suction inlet due to the contraction 
of the suction flow from the down-comer to the jet pump.  The loss coefficient for this loss has 
been estimated to be 0.02 from data obtained at INEL using 1/6 scale jet pumps[182].  When flow 
at the jet pump diffuser outlet reverses, there is a contraction loss from the lower plenum into the 
jet pump diffuser.  The loss coefficient for this loss has been estimated from data to be 0.38.  
These values are in TRACG as default values, but the user may change them. 

7.6.2.4 Outlet Losses 

There is a loss at the diffuser outlet due to the flow expansion from the diffuser outlet 
into the lower plenum for normal operating conditions in the jet pump.  The loss coefficient for 
this loss is estimated to be 1.0 and is implemented into TRACG at the diffuser outlet for forward 
flow in the diffuser. 

7.6.3 Applicability 

The jet pump model was developed based on 1/6 scale jet pump data[182],[184] from Idaho 
National Engineering Laboratory.  The test data included a range of drive flow from 34.2 10−− ⋅  
to 34.2 10−⋅  3m / sec  covering typical operating conditions of a BWR jet pump and covering all 
six flow regimes indicated in Figure 7-24. 

7.6.4 Assessment 

Assessment against the 1/6 scale jet pump data is shown in Figure 7-25.  In this figure the 
data are plotted in terms of M and N ratios defined as follows: 

Suction

Drive

W
M

W
=  (7.6-11) 

Discharge Suction

Drive Discharge

P P
N

P P

−
=

−
 (7.6-12) 
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Figure 7-24. Jet Pump Flow Regimes 
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Figure 7-25. Comparison to 1/6 Scale Jet Pump Data 

 

The agreement between TRACG and the data is seen to be very good for both positive 
(Curve 1) and negative drive flow (Curve 2).  Only for negative drive flow and large M-ratios, 
where the suction velocity exceeds the drive velocity, is some deviation from the data observed.  
Except for negative drive flow and large M-ratios, which is not a typical operating condition, the 
N-ratio is seen to be predicted with a typical accuracy of 0.1. 
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7.7 Steam Separator 

The performance characteristics of the steam separator are measured in terms of the 
pressure drop across the separator, carryover, which is the amount of liquid entrained in the 
steam leaving the separator, and carryunder, which is the amount of steam entrained into the 
liquid leaving the separator.  These quantities have important effects on plant transient 
performance.  The separator pressure drop is one of the resistances for the flow circulating 
through the reactor core.  The carryover affects the steam dryer pressure drop and dryer 
efficiency.  The carryunder affects the water subcooling in the downcomer and at the reactor core 
inlet.  Core inlet subcooling, in turn, affects the thermal-hydraulic performance of the fuel 
bundles, and the moderator-to-fuel ratio in the core.  The following sections describe the 
assumptions and formulation of a mechanistic based model for internal steam separators in 
BWRs. 

Nomenclature 
 Item Description 

 A void profile function in water layer (Equation 7.7-4) 
 A area 
 AA constant parameter used in void profile function “a” 
 AI standpipe flow area 
 AN exit flow area of the swirl vane passage 
 b void profile function in vapor core (Equation 7.7-3) 
 BB constant parameter used in void profile function “b” 
 C proportional constant used in Equation 7.7-1 
 CC proportional constant 
 CF frictional coefficient 
 CNOZ contraction loss coefficient 
 DD proportional constant 
 DD hydraulic diameter of the discharge passage 
 ELD equivalent L/D coefficient at the pickoff ring 
 F frictional force 
 Ff resultant frictional force 
 g acceleration of gravity 
 h12 distance from pickoff ring to discharge exit 
 HD barrel length 
 Po vapor core pressure 
 P pressure 
 r radius 
 rf inner radius of the water layer (Figure 7-27) 
 rw inner radius of the separator barrel (Figure 7-27) 
 Re Reynolds number 
 v velocity 
 W flow rate 
 x quality 
 Greek Symbols  
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Nomenclature 
 Item Description 

 α void fraction 
 ρ density 
 ρM,D mean discharge density 
 π Constant = 3.14159 
 µ viscosity 
 θ swirl vane angle 
 Subscripts  
 a axial 
 cu carryunder 
 co carryover 
 D discharge 
 f water layer 
 g vapor 
 i inlet  
 m mixture 
 n swirl vane exit 
 t tangential 
 w separator barrel 

 

7.7.1 Technical Basis and Assumptions 

Under normal operating conditions, the steam-water mixture enters the separator from the 
standpipe, and passes through a set of stationary swirl vanes into the separating barrel.  The swirl 
vanes are physically similar to a set of stationary turbine blades with blade tip angle of θ to the 
horizontal at the blade channel exit.  These vanes produce a high rotational velocity component 
in the fluid flowing through the separating barrel.  The resultant centrifugal force separates the 
steam-water mixture into a water layer on the wall and a steam vortex core.  Figure 7-26 shows 
two typical types of steam separators used in General Electric BWRs.  Figure 7-27 depicts the 
geometries and flows in the separator model.  In this model, consideration is focused on the 
conservation of mass and momentum in the water layer region and vapor core region.  Integral 
formulations are used for the conservation equations.  The following assumptions are made at the 
axial locations near the pickoff ring: 

• A mean (or uniform) axial velocity is assumed in each flow region, i.e.: 
0 < r < rf   :  va = vag .  Uniform in vapor core 
rf < r < rw  :  va = vaf .  Uniform in water layer 
where rf is the inner radius of the water layer.  Velocity slip conditions exist at the 
interface and at the wall. 

• It is assumed that the tangential velocity in each region is proportional to a 
quantity C that is related to the vortex strength or angular momentum.  For the 
radial distribution of tangential velocity, it would be reasonable to expect a 
tangential velocity profile with zero at the vapor core center, a peak value at the 
interface between the two regions, and a somewhat lower velocity in the water 
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layer region due to wall effects.  In the following, it is assumed that there is solid 

rotation in the vapor core region and the tangential velocity decays with 1
r

 in 

the water layer region, as follows: 

 f t 3/ 2
f

rC
0 r r : v in vapor core

r
< < =  (7.7-1) 

 f w t

C
r r r : v in water layer

r
≤ < =  (7.7-2) 

The inertia is small in the high void fraction core region. The assumption of solid body 
rotation is therefore made for the core with the angular velocity given by the velocity of the film 
surface. For the film, the angular velocity will decrease approaching the wall. In this region the 
assumption of zero vorticity is made, except for a thin boundary layer next to the wall. 

The radial distributions of void fraction in each region are affected mainly by the vortex 
strength and the inlet quality.  For higher vortex strength and inlet quality, it is expected that the 
void fraction profile in the vapor core region would get closer to 1.0.  For higher vortex strength 
and lower inlet quality, it is expected that the void fraction profile in the water layer region 
would get closer to 0.0.  With these expected characteristics, the void fraction profiles in each 
region are assumed to have the following functional forms: 

 f
w

r
0 r r : 1 b in vapor core

r
< < α = −  (7.7-3) 

 w
f w

r
r r r : a 1 in water layer

r
 

< < α = −  
 (7.7-4) 

and 

 

0.5
2
w 2

i

gr
a AA x

C

 
 =
  

 (7.7-5) 

 ( )

0.5
2

3w
i

gr
b BB 1 x

C

 
 = −
  

 (7.7-6) 

• Where xi is the inlet quality, AA and BB are parameters to be determined from 
data. 

• Since the vapor density is relatively small, it is reasonable to expect the pressure 
variation in the vapor core to be small.  In the model, the vapor core pressure (Po) 
is assumed to be uniform radially and axially.  The pressure at the separator wall 
(Pw) is related to Po by centrifugal force across the water layer.   
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7.7.2 Model Formulations 

For the first stage of the separator, a total of six unknowns are introduced in this model:  
vag, vaf, C, rf, Po, and Pw.  The required equations are formulated from conservation of water 
mass, vapor mass, axial momentum, and angular momentum for the fluid entering and leaving 
the separating barrel, from centrifugal pressure drop across the water layer, and from pressure 
drop in the discharge passage.  The above unknowns can then be solved for given conditions of 
pressure Pi, total flow rate Wi, and quality xi at the nozzle inlet. 

The mass and momentum conservation equations for flows entering the separating barrel 
at the swirl vane exit and leaving the separating barrel at the pickoff ring are as follows: 

Water Mass 

( )

( ) ( )

wr

i i f a0

2f
f ag f

w

2 2
f af w f w w f

1 x W v (1 ) 2 rdr

r1
2 v b r

3 r

1 a
2 v r r a r r r

2

− = ρ − α π

 
= πρ  

 

 +  
+ πρ − − −  

  

∫

 (7.7-7) 

Vapor Mass 

( )

wr

i i g a0

2f
g ag f

w

2

g af w f

x W v 2 rdr

r1 1
2 v b r

2 3 r

v a r r

= ρ α π

 
= πρ − 

 

+ πρ −

∫

 (7.7-8) 

Angular Momentum 

( ) ( )
w w

h

r r

tn mi an t a t wr 0
v r 2 rdr v v r 2 rdr v F rπ ρ = π ρ +∫ ∫  (7.7-9) 

The integrated equation is as follows: 



NEDO-32176, REVISION 4 
 

COMPONENT MODELS  7.7  -  Steam Separator 7-61 

( )
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 + π ρ + ρ − ρ − 

− π ρ − ρ − +

 (7.7-10) 

Axial Momentum 

( ) ( )w w

h

r r2 2 2
h o mi an n a ar 0

r P v P 2 rdr v P 2 rdr Fπ + ρ + π = ρ + π +∫ ∫  (7.7-11) 

The integrated equation is as follows: 
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− ρ − ρ − +




+ π − − ρ + ρ − ρ −



  
+ ρ − ρ − −    

  

 (7.7-12) 

Assuming that the flow through the swirl vane passage is homogeneous, the pressure and 
velocity entering the separating barrel are related to the conditions at the standpipe as follows: 
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Wi = ρmiviAi = ρmivanAn (7.7-13) 

( ) ( )2 2 2
i mi i n mi an tn NOZ

1 1
P v P v v 1 C

2 2
+ ρ = + ρ + +  (7.7-14) 

and 

an

tn

v
tan

v
= θ  (7.7-15) 

where θ is the angle between the swirl vane and a horizontal plane, and CNOZ is the contraction 
loss coefficient (Reference [185]) defined as: 

N
NOZ

I

A
C 0.5 1

A

 
= − 

 
 (7.7-16) 

AN is the exit flow area of the swirl vane passages and AI is the standpipe flow area. 

Fa in Equation (7.7-11) is the axial component and Ft in Equation (7.7-9) is the tangential 
component of the frictional force on the swirling water layer: 

af
a f

w

v
F F

v
=  (7.7-17) 

tw
t f

w

v
F F

v
=  (7.7-18) 

where vtw is the tangential velocity on the wall, 

tw

w

C
v

r
=  (7.7-19) 

and vw is the resultant swirling velocity on the wall, 

2 2
w tw afv v v= +  (7.7-20) 

Ff is the resultant frictional force, 

( )2
f f F w w D

1
F C v 2 r H

2
= ρ π  (7.7-21) 

For turbulent flow over a flat plate (Reference [183]), 

( )
F 2.58

L

0.455
C

log Re
=  (7.7-22) 
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where ReL is defined as: 

w D w
L

af

v H v
Re

v

 ρ
=  

µ  
 (7.7-23) 

The term (HD vw/vaf) represents the linear distance that a water particle will travel inside 
the separator barrel. 

The radial pressure drop across the water layer due to centrifugal force is: 

w w

o f

2
P r

t

P r

v
dP dr

r
= ρ∫ ∫  (7.7-24) 

or 

( ) ( )2 2 w
o w f f g f g

f w f f w

r1 1 1 1
P P a C a C

r r 2 r r r

   
 = − ρ + ρ − ρ − + ρ − ρ −    

   
 (7.7-25) 

The pressure drop in the discharge passage is: 

( )

w w

r r

1r r2
ar r

2 D
M,D D F LD K

D

o f sub D 12

v P dA dA
2

H1
v 1 4C E C

2 D

P h g h g

−ρ   +     

  
= ρ + + +  

  

+ + ρ − ρ

∫ ∫

 (7.7-26) 

where ρM, D and vD are the mean discharge density and velocity to be defined.  HD and DD are 
the length of the separator barrel and hydraulic diameter of the discharge passage, h12 is the 
distance from pickoff ring to discharge exit.  ELD is the equivalent L/D coefficient at the pickoff 
ring, and CK is the total loss coefficient in the discharge passage. 
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The left-hand side of Equation (7.7-26) can be integrated as follows: 

For rf < rr: 

( )
( )( )( ) ( ) ( )

( ) ( )
( )
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2 2 2
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1 1
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2 r r

−ρ   + =     


  ρ + ρ − ρ − − ρ − ρ −  − 


−
 + − − ρ + ρ − ρ 

 −  
 + ρ − ρ −  
     

∫ ∫

 (7.7-27) 

for rf ≥ rr 
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 (7.7-28) 
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For the discharge passage Reference [183] gives: 

F 0.25

0.079
C

Re
=  (7.7-29) 

The steam and water flows discharged through the discharge passage are calculated as 
follows: 

 
w

r

r

g,cu g ar
W v 2 rdr= αρ π∫  (7.7-30) 

 
w

r

r

f ,cu f ar
W (1 ) v 2 rdr= − α ρ π∫  (7.7-31) 

for rf < rr 

 ( )
2

g,cu g af w rW v a r r= πρ −  (7.7-32) 

 ( ) ( )
22 2

f ,cu f af w r w rW v r r a r r = πρ − − −
 

 (7.7-33) 

For rr < rf: 

 2r
g,cu i i g ag r

w

r1 1
W x w 2 v b r

2 3 r

 
= − πρ − 

 
 (7.7-34) 

 ( ) 2r
f ,cu i i f ag r

w

r1
W 1 x w 2 v b r

3 r

 
= − − πρ  

 
 (7.7-35) 

The steam and water flows leaving the present stage and entering the next stage are: 

 Wg,co=(steam flow)in – Wg,cu (7.7-36) 

 Wf,co=(water flow)in – Wf,cu (7.7-37) 

The total discharge flow is: 

 WD  =  Wg,cu + Wf,cu (7.7-38) 

Assuming homogeneous flow in the discharge passage, the mean void fraction is: 

 
( )

g,cu
cu

g,cu f ,cu g f

W

W W /
α =

+ ρ ρ
 (7.7-39) 

the mean discharge density is: 

 ( )m,D cu g cu f1ρ = α ρ + − α ρ  (7.7-40) 
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and the mean discharge velocity is: 

 D
D

m,D D

W
v

A
=

ρ
 (7.7-41) 

In summary, for given nozzle inlet conditions (Pi, xi, and Wi) the unknowns (vag, vaf, C, 
rf, Po, and Pw) are calculated by solving Equations (7.7-7) to (7.7-26) simultaneously. 

Similar equations can be written for the second and third stages.  It is assumed that Po is 
uniform axially (i.e., the vapor core pressure drop in the axial direction is small); therefore, the 
axial momentum equations can be neglected in the calculations.  For these stages, the unknowns 
are reduced to vag, vaf, C, rf, and Pw, and the equations are the conservation of liquid mass, vapor 
mass, and angular momentum, the pressure drop across the water layer, and the pressure drop in 
the discharge passage. 

The right-hand sides of Equations (7.7-7), (7.7-8), and (7.7-9) represent the water flow, 
vapor flow and angular momentum, respectively, entering the separating barrel.  For the second 
and third stages, these terms are modified as follows: 

in f ,co previous stage
(Water flow) W =    (7.7-42) 

 in g,co previous stage
(Steam flow) W =    (7.7-43) 

 ( )
rr

in t a0 previous stage

(Angular momentum) v r 2 rdr v = π ρ
  ∫  (7.7-44) 

7.7.3 Carryunder and Carryover 

The total vapor flow that is carried under consists of two parts.  The first part is the steam 
flow through the first discharge passage with exit below the surface of the water pool 
surrounding the separators.  The second part is the steam entrained by the total downward water 
flow, which is discharged from second and higher stages with exit above the surface of the water 
pool surrounding the separators.  The amount entrained is proportional to the drag force, which is 
proportional to the square of the downward water velocity (or water flow).  It is assumed that the 
second part is proportional to the square of the total water flow discharged from the second and 
higher stages, i.e.: 

( ) ( )
2N

g,cu g,cu f ,cu itotal 1
i 2

W W CC W
=

 
 = +   

 
∑  (7.7-45) 

where: 

N = 2 for 2-stage separator 

 = 3 for 3-stage separator 

and CC is a proportional constants to be determined from data. 
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The total water that is carried over consists of two parts.  The first part is the water flow 
through the last stage.  The second part is the water flow entrained by the upward steam flow 
discharged from the second and higher stages through the discharge passage.  Similarly, the 
second part is assumed to be proportional to the square of the total steam flow discharged from 
higher stages, i.e.: 

( ) ( )
2N

f ,co f ,co g,cototal N i
i 2

W W DD W
=

 
 = +   

 
∑  (7.7-46) 

where DD is a proportionality constant determined from data. 

The carryunder and carryover are defined as follows: 

g,cu total
W

CU
Total Downward Water Flow

  
=  (7.7-47) 

f ,co total
W

CO
Total Upward Steam Flow

  
=  (7.7-48) 

Full scale performance test data for two-stage and three-stage steam separators are 
reported in References [186], [187], and [188].  In calculating these test conditions, it was 
determined that the parameters AA, BB, CC and DD with values summarized in Table 7-5 would 
yield good predictions. 
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7.7.4 Assessment 

Full-scale performance test data for two-stage and three-stage steam separators are 
reported in References [186], [187], and [188].  These tests were performed at full scale 
conditions and provided carryunder, carryover and pressure drop data for a wide range of inlet 
conditions.  Predictions of these test data by the TRACG model are presented in Figure 7-28 
through Figure 7-32.  These results are examples from the larger set of qualification cases that 
are documented in Section 4.2 of the TRACG Qualification LTR

[6].   

Figure 7-28 and Figure 7-29 show the comparison of the test data[186] with values 
calculated by the model for carryunder and carryover from a two-stage separator used in BWR/4 
and BWR/5 reactors.  The carryunder and carryover versus inlet quality are shown for three 
separator inlet flows that span the range of normal operation. The curves for different separator 
flows are offset by 0.2% in carryunder and 20% in carryover so the results for all the inlet flows 
can be shown in one figure. The data and predictions are for a separator skirt submergence of 
[[  ]], typical of normal operation. 

Figure 7-30 compares the measured[187] and calculated pressure drop for a two-stage 
separator.  These data are for a two-stage separator with an inlet flow of [[  

 ]]. The separator pressure drop is plotted versus the square of the volumetric flow rate 
to remove the inlet quality dependence from the data. It is seen that the separator pressure drop 
varies as the square of the volumetric flow in a manner similar to other irreversible loss 
elements. The plot shows the data best-fit line and parallel lines representing the best fit plus and 
minus one standard deviation. For this separator, the standard deviation is less than [[  ]] 
of mixture level. Similar fits to pressure drop data, developed for all of the BWR separator 
designs, are incorporated in the TRACG separator component model. 

Figure 7-31 and Figure 7-32 compare the measured[188] and calculated carryunder and 
carryover for three-stage separators.  The figures show carryunder and carryover versus inlet 
quality for three separator inlet flows at a separator skirt submergence of [[  ]]. 
This submergence is at the lower extreme of the range for normal operation. Again, the curves 
for different separator flows are offset by 0.2% in carryunder and 20% in carryover so the results 
for the three inlet flows can be shown in one figure. 

The steam separators are designed to have the best performance under normal operating 
conditions, in the range of [[  ]] inlet quality for two-stage and [[  ]] inlet quality 
for three-stage separators.  As indicated by the data shown in Figure 7-28 through Figure 7-32, 
both carryunder and carryover are at their minimum values around the normal operating 
conditions for two-stage and three-stage separators. 

At lower inlet qualities, carryover increases significantly.  This is because the water 
flowing into the separator, and hence the water layer thickness, increases as the inlet quality 
reduces.  [[  

 
 ]]  Figure 7-29 and Figure 7-32 show that these carryover characteristics are well 

predicted by the model.  As the inlet quality increases from the normal operating point, the water 
layer thickness reduces and, therefore, more steam from the vapor core is captured by the pickoff 
rings.  Consequently, the carryunder increases as the inlet quality increases.  Figure 7-28 and 
Figure 7-31 show that these carryunder characteristics are well predicted by the model. 
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In summary, results of these comparisons indicate that the mechanistic model adequately 
predicts the performance characteristics of steam separators for a wide range of inlet conditions 
and different inlet flow rates. 

 

Table 7-5.  Summary of Parameters Used in the Separator Model 

2-Stage Separator 3-Stage Separator 

Parameter 1st 2nd 1st 2nd 3rd 

AA 110. 20. 110. 20. 20. 
BB 0.5 0.25 0.5 0.25 0.55 
CC 0.0004 Not used 0.0004 Not used Not used 
DD 0.009 Not used 0.11 Not used Not used 
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Figure 7-26. Typical Types of Steam Separators 
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Figure 7-27. Schematic of the Separator Model 
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[[ 

  ]] 
Figure 7-28. Comparison of Test Data and Mechanistic Model Prediction of 

Carryunder for Two-Stage Separator 
 

[[ 
 

  ]] 
Figure 7-29. Comparison of Test Data and Mechanistic Model Prediction of 

Carryover for Two-Stage Separator 
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[[ 

  ]] 
Figure 7-30. Comparison of Test Data and Mechanistic Model Prediction of 

Separator Pressure Drop for Two-Stage Separator 
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[[ 

  ]] 
Figure 7-31. Comparison of Test Data and Mechanistic Model Prediction of 

Carryunder for Three-Stage Separator 
 

[[ 

  ]] 
Figure 7-32. Comparison of Test Data and Mechanistic Model Prediction of 

Carryover for Three-Stage Separator 
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7.8 Vessel 

The vessel (VSSL) component employs a three-dimensional, two-fluid, thermal-hydraulic 
model in cylindrical coordinates to describe the vessel flow.  For modeling a BWR reactor 
vessel, a regular cylindrical mesh, with variable mesh spacings in all three directions, 
encompasses the downcomer, core bypass and upper and lower plenums of the vessel.  The user 
describes the mesh by specifying the radial, angular, and axial coordinate of the mesh-cell 
boundaries: 

Ri i = ,...NRSX 

θj j = 1,...NTSX 

and 

zk k = 1,...NASX 

where NRSX is the number of rings, NTSX is the number of angular segments, and NASX is the 
number of axial levels.  The point (Ri, θj, zk) is a vertex in the coordinate mesh.  Mesh cells are 
constructed and identified by an axial level number and a cell number as shown in Figure 7-33.  
For each axial level, the cell number is determined by counting the cells radially outward starting 
with the first angular segment and the innermost ring of cells.  Figure 7-33 shows the relative 
face-numbering convention for an individual cell that is used in connecting other components to 
the vessel. 

NOTE:  Only three faces must be identified per mesh cell because the other faces will be defined 
by neighboring cells. 

All fluid flow areas (on cell faces) and all fluid volumes are dimensioned so that the 
internal structure within the vessel can be modeled.  Flow areas and fluid volumes are computed 
based on the geometric mesh spacings and scaled according to factors supplied as input.  The 
scaled volumes and flow area are then used in the fluid dynamics and heat-transfer calculations.  
Flow restrictions and the volume occupied by the structure within each mesh cell are modeled 
through use of these scale factors.  For example, the downcomer walls are modeled by setting the 
appropriate flow area scale factors to zero.  Flow restrictions such as the top and bottom core 
support plates require scale factors between zero and one.  Figure 7-34 shows the cell faces 
scaled to model the downcomer and core support plate flow restrictions. 
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Face numbering convention is: 1=azimuthal=θ, 2=axial=z, and 3=radial=R. 

Figure 7-33. Boundaries of a Three-Dimensional Mesh Cell 

 

Plumbing connections from other components to the vessel are made on the faces of the mesh 
cells.  Any number of connections may be made to the vessel; in fact, any mesh cell in the vessel 
can have one component or more connected to it.  Five input parameters are used to describe a 
connection:  ISRL, ISRC, ISRF, JUNS and ZJUN.  The parameter ISRL defines the axial level in 
which the connection is made; ISRC is the mesh-cell number, as defined above; and ISRF is the 
face number, as defined in Figure 7-33.  If ISRF is positive, the connection is made on the face 
shown in the figure with the direction of positive flow into the cell.  The parameter JUNS is the 
system function number used to identify this function.  The parameter ZJUN specifies the axial 
location of the connection expressed as a fraction of the level height.  Figure 7-35 shows several 
vessel, pipe and jet pump connections.  Internal and external connections are allowed.  The user 
is cautioned against connecting to the vessel any component with a flow area that differs greatly 
from the flow area of the mesh-cell face to which it is connected because this can cause 
anomalous pressure gradients.  Such a situation can be avoided by proper adjustment of the 
vessel geometry coordinate spacings and/or the use of taper or expansion sections on one-
dimensional components prior to the vessel connections. 
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Figure 7-34. Flow Restrictions and Downcomer Modeling 
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Figure 7-35. A Simplified Vessel Nodalization 
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The reactor core region in the vessel is specified by the upper, lower and radial core 
positional parameters (ICRU, ICRL, and ICRR).  These parameters define, respectively, the 
upper, lower and radial boundaries of the cylindrical core region.  The example provided in 
Figure 7-35 shows a possible configuration in which ICRU = 4, ICRL = 2, and ICRR = 3.  Each 
mesh cell stack in the core region contains a channel component to simulate the fuel bundles in 
that core region.  The flow into this core bypass region is calculated based on the leakage flow 
model described in Section 7.5.1.  The bypass fluid properties associated with each channel are 
used in the kinetics calculations as described in Section 9.4. 

A very important aspect of this three-dimensional vessel component is that it results in a 
multidimensional hydraulic model of regions within a BWR vessel in which multidimensional 
effects may be important.  For example, an important aspect of BWR LOCA analysis is the 
emergency core coolant spray (ECCS) into the upper plenum.  The noding diagram in Figure 
7-35 results in a model in which the radial distribution of ECCS water in the upper plenum is 
represented by three vessel radial rings.  The solution to the conservation equations in that region 
plus the coupled solutions for the conservation equations in the core bypass, channels, separators, 
and in ECC spray connections results in a radial distribution of ECC water in the upper plenum. 

Heat slabs of arbitrary masses and volumes can be defined in any mesh cell (including 
core regions) to model that heat capacity of structures within the vessel.  A heat transfer 
coefficient is computed for each slab using the local fluid conditions.  The temperature 
calculation is based on a lumped-parameter model (Sections 4.1.1 and 4.2.1). 

In addition to the lumped-parameter heat model, a double-sided heat slab model is 
available to permit accurate modeling of heat conduction through cylindrical structures found 
within a BWR vessel.  The double-sided heat slab (double slab) model will allow the user to 
model heat conduction through a surface separating two different vessel radial or axial regions.  
Double slabs may also be used to model the release of stored energy from the reactor vessel wall.  
In this case, the outside surface of the double slab will not connect to a vessel region but will use 
boundary conditions specified by the user. 

Two double-sided heat slabs may be associated with each fluid cell on each vessel axial 
level.  These double slabs are considered to lie on the outside radial surface and upper axial 
surface of their associated fluid cell, as shown in Figure 7-36.  In this figure, the outside surface 
of the double-sided heat slab associated with fluid Cell 2 is actually in contact with fluid Cell 6.  
A double-sided slab on the axial surface of Cell 2 would be in contact with fluid Cell 2 in the 
level above.  Heat transfer coefficients for both sides of a double-sided heat slab are calculated, 
using the appropriate old-time fluid conditions from the fluid cells on each side of the heat slab.  
The liquid and vapor temperatures from the appropriate fluid cells are used in calculating the 
heat flux on each surface of the double slab.  If the double slab lies on the outside surface of the 
vessel, the external heat transfers coefficients and fluid temperatures are set equal to values 
supplied by the user.  Energy source terms are included in the energy equation for the fluid cells 
on each side of the double slab to account for energy transfer from the slab. 
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Figure 7-36. Sample Geometry for Double-Sided Heat Slab 

The user specifies the inside surface area, thickness, and material type for the double slab 
associated with each vessel cell.  If the double slab area for a particular cell is input as zero, no 
double slab is assumed to exist for that cell.  The double slab material properties (density, 
specific heat, and thermal conductivity) are evaluated separately for each conduction heat 
transfer node within a double slab, these properties being evaluated at the mean temperature for 
each node.  The number of conduction heat transfer nodes within the double slabs is specified by 
the user, and the same value is used for all double slabs. 

7.8.1 Steam Dryer 

The steam dryer is structured as an integral part of the pressure vessel.  The 
characteristics of the steam dryer to be modeled are the dryer pressure drop and further 
separation of moisture in the steam flow from the steam separator. 

The pressure drop is simulated by a flow resistance to the steam flow at the cell boundary 
between the steam dome and dryer.  By imposing the appropriate loss factor on the vapor phase 
in the axial direction, the pressure drop in the dryer is correctly determined.  The loss factor KSD 
for the dryer is defined as: 
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 (7.8-1) 

where: 

ρv = Vapor density 

Wv = Steam flow through the dryer 

ASD = Dryer flow area 

∆PSD = Pressure drop in the dryer 

The separation of moisture from the steam flow in the dryer is simulated by imposing a 
large liquid resistance in the axial direction at the cell boundary between the steam dome and the 
dryer. 

The separation efficiency of the dryer depends on the vapor velocity and the moisture 
content of the steam flow entering the dryer (Figure 7-37).  For a given inlet vapor velocity, there 
corresponds a critical dryer inlet quality.  Good moisture separation is achieved if the dryer inlet 
quality is below the critical value.  If the inlet moisture is above the critical value, the dryer 
capacity is exceeded and the moisture would pass through the dryer. 

The dryer efficiency is computed by comparing the dryer inlet moisture to a critical dryer 
inlet moisture.  The dryer efficiency is 100% if the dryer inlet moisture is below the critical dryer 
inlet moisture and is zero if the dryer inlet moisture exceeds the critical inlet moisture by a user-
defined amount, d∆β .  The dryer efficiency is linearly interpolated between these two extremes 

based on the dryer inlet moisture.  The dryer efficiency is given by: 

i i,crit

i,crit i
D i,crit i i,crit d

d

i i,crit d

1.0 ,

1.0 ,

0.0 ,

 β < β


β − β
η = + β < β < β + ∆β

∆β
 β > β + ∆β

 (7.8-2) 

where: 

Dη  = Dryer efficiency 

iβ  = Dryer inlet moisture 

i,critβ  = Critical dryer inlet moisture 

d∆β  = Range of dryer inlet moisture over which efficiency degrades from 100% to 0% 

The range of dryer inlet moisture over which the dryer efficiency degrades is a user input 
constant.  The default value of d∆β  is 0.05 in TRACG. 



NEDO-32176, REVISION 4 
 

COMPONENT MODELS  7.8  -  Vessel 7-82 

The dryer inlet moisture is determined from the donor void fraction assuming 
homogeneous flow at the dryer face and is given by: 

( )
i

v

1

1

α
β = −

ρ 
α + − α  ρ 

�

 (7.8-3) 

where ρ
�
 and ρv are the donor liquid and vapor densities, respectively. 

Finally, the critical dryer inlet moisture is given as a linear function of the vapor velocity 
at the dryer face and is given by: 

vd vd,

vd vd,
i,crit vd, vd vd,u

vd,u vd,

vd,u vd

1.0 , v v

v v
1.0 , v v v

v v

0.0 , v v

 <


−
β = − < <

−
 <

�

�

�

�

 (7.8-4) 

where: 

vvd  = Vapor velocity at dryer face 

vvd,� = Lower dryer vapor velocity (Figure 7-37) 

vvd,u = Upper dryer vapor velocity (Figure 7-37) 

The lower dryer vapor velocity is the dryer inlet vapor velocity below which the dryer 
efficiency is 100% regardless of dryer inlet moisture.  The upper dryer vapor velocity is the dryer 
inlet vapor velocity above which the dryer efficiency is less than 100% regardless of dryer inlet 
moisture.  The dryer efficiency relationships are summarized in Figure 7-37. 

The lower and upper dryer velocities are estimated from data[186] as 0.25 and 1.2 m/s, 
respectively.  Dryer performance tests were performed at normal operating pressure with flow 
rates covering from 25 kg/sec to 51 kg/sec per separator. 
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Figure 7-37. Dryer Efficiency Summary 

 

7.8.2 Upper Plenum Model 

One of the means of mitigating the severity of a postulated LOCA in a BWR is to inject 
sub-cooled water through the Emergency Core Cooling System (ECCS).  Depending on the 
design, the emergency core cooling systems can include both the High Pressure Core Spray 
System (HPCS) and the Low Pressure Core Spray System (LPCS).  This section describes a 
model for the HPCS and the LPCS, which are injected into the upper plenum. 

At the time of core spray initiation, the core spray nozzles could be submerged in a two-
phase mixture, in which case the injected liquid forms a submerged jet.  If the two-phase mixture 
is below the nozzle elevation, then a spray forms downstream of the nozzles.  The physical 
processes underlying spray and jet formation are different and are thus formulated separately. 

For a realistic system transient calculation by TRACG, there is a practical upper limit for 
the system nodalization.  The upper plenum, being a three-dimensional component in the system, 
would be nodalized rather coarsely in comparison with the size of the nozzles.  For an accurate 
calculation of the jets and sprays, one needs a fine mesh size along the trajectory of the jet and 
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normal to it.  Prediction of the gross motion in the plenum requires cylindrical noding 
coordinates.  The jets and sprays cannot be described adequately by this system of coordinates.  
In this sense, the analysis carried out in this work resembles that of singular perturbation analysis 
in a boundary layer for which the theory is well developed[189].  In analysis of this type, a fine 
grid is adopted for the boundary layer scaled by the local boundary layer thickness, and a coarse 
grid is adopted for the external flow scaled by the main geometric dimensions.  The two flows 
are then matched asymptotically at their boundaries.  In the present analysis, a similar approach 
is undertaken. 

In the present model, the entrainment of vapor by the spray is neglected.  The effect of 
this may be an under-prediction of the spray penetration for high pressure.  In the submerged 
regime where the liquid phase is continuous, the gross motion of the liquid in the upper plenum 
is modeled taking into account turbulence mixing and jet entrainment[190].  After calculating the 
submerged jet regime, the entrainment of the ambient liquid due to the injected jet is calculated 
for each TRACG node.  The upper plenum liquid motion is then calculated with the jet 
entrainment treated as a line sink. 

The spray nozzles are mounted on a sparger pipe, located at the periphery of the upper 
plenum, usually in two or three sets each aimed at a particular angle so as to more evenly 
distribute the liquid spray over the core.  It is assumed in the model that the injected liquid from 
any one set of nozzles will coalesce downstream of the nozzles and form a sheet or ring jet.  Any 
interaction between the different ring jets formed by nozzle sets aimed at different angles is 
assumed to be negligible in the present model. 

In the spray regime, the motion of droplets in the upper plenum is predicted.  An 
empirical correlation for the mean droplet size is utilized.  Depending on the initial spray 
velocity, the trajectories of mean, outer and innermost droplets are calculated for each nozzle.  
Between the outer and inner extremities of the spray, Gaussian distribution for the flux profile is 
utilized.  With this profile and the calculated spray width, the source distribution at the upper tie 
plate or the two-phase level is calculated as a function of radius from the center.  From this 
distribution, the mass source for each TRACG node at the upper tie plate or the two-phase level 
is calculated.  The spray reaches saturation temperature in a short distance from the nozzle exit, 
usually a few nozzle diameters[191]; therefore, the spray is assumed to be saturated at the time it 
reaches the upper tie plate or the two-phase level. 

In the submerged jet regime, the basic conservation equations of mass, momentum and 
energy are written in an integral form[192] in an orthogonal system of coordinates coinciding with 
the jet trajectory and normal to it.  The jet-spread rate is assumed to be the same as an un-
deflected jet.  The properties of the jet such as entrainment, velocity and enthalpy distribution 
and the jet trajectory are also simultaneously calculated.  The location at which the jet terminates 
at the upper tie plate and the mass source distribution at the tie plate is calculated. 

The motion generated in the ambient fluid is mainly due to the entrainment effects of the 
injected liquid.  As described, the ambient upper plenum is analyzed using the entrainment as a 
line sink.  Where the jet terminates on the upper tie plate, the calculated jet mass distribution is 
added as a source distribution.  Thus, the effects of the injected jet are treated by a system of 
distributed sources and sinks, which, when summed together, gives the total mass of the injected 
liquid.  Turbulence can be modeled by a simple mixing length hypothesis.  This is appropriate 
due to the uncertainty of the more sophisticated models in two-phase flows, and the coarse 
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nodalization.  Descriptions of the spray, jet and the gross motion of the upper plenum pool are 
described in the following section. 

7.8.2.1 Spray Model 

If the liquid level in the upper plenum falls below the spray level, the injected liquid from 
the nozzles form a spray.  Spray systems are complex to analyze, but single sprays have been 
studied extensively in the literature both by experimental and analytical techniques.  Most 
analytical studies confine themselves to the study of individual spray drops of a uniform size.  In 
a real spray, particles vary in size and either an average diameter or Sauter Mean Diameter 
(SMD) is used to describe the spray characteristics[193].  Heat transfer to spray drops is analyzed 
based on conduction heat transfer.  There are also some studies following a field approach where 
droplets are assumed to form a continuum with the ambient liquid.  Preliminary work undertaken 
with this approach proved to be very inconvenient because of a need to describe the jet growth 
and the prediction of a distorted trajectory.  Consequently, this approach was abandoned in favor 
of the droplet approach. 

7.8.2.1.1 Droplet Size 

In the referenced literature, several empirical correlations are available for describing the 
mean droplet size[193].  Since these empirical correlations are fitted to specific nozzle geometries, 
a more general correlation based on the critical Weber number criterion is used in TRACG for 
the droplet size “d” where the Weber number is calculated from: 

2
v r v  d

We = 
ρ

σ
 (7.8-5) 

7.8.2.1.2 Spray Trajectory 

The spray trajectory is determined by the paths of droplets emanating at the extremities of 
the distribution.  If the nozzle inclination to the horizontal is θ0, and the initial spray cone angle, 

φ0, then the outer, middle and inner extremity droplets are aimed at o 0 o - /2 , θ φ θ , o oand  + /2θ φ , 

respectively, to the horizontal.  The spray emanating from all nozzles aimed at a particular angle 
θ0 is combined to form a ring spray source. 

The relevant equations of motion of a droplet in terms of coordinates parallel to the 
trajectory and normal to it are: 

v
D

dv 3 |v| v
v  = -g sin  -C   

ds 4 d

ρ
ψ

ρ
�

 (7.8-6) 

2 d
v   = -g cos

ds

ψ
ψ  (7.8-7) 

where “s” is the distance along the trajectory for the droplet. 

Ψ is the inclination of the droplet trajectory relative to the horizontal. 
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The initial conditions are: 

v  =  vo  for s = 0 

o o = - /2ψ θ φ   for the outer trajectory 

o =ψ φ    for the middle trajectory 

o o = + /2ψ θ φ   for the inner trajectory 

It is assumed implicitly here that the injected liquid shatters in the form of uniform sized 
droplets at a short distant from the nozzle exit. 

 

Figure 7-38. Coordinates for Spray Trajectory 
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The above ordinary differential equations are integrated along the trajectory to give the 
velocity and trajectory angle at every spatial location.  However, in order to determine the 
location at which the trajectory terminates on the upper tie plate, the following equations are 
solved: 

dz
 = sin

ds
ψ  (7.8-8) 

dx
 = cos

ds
ψ  (7.8-9) 

where “s” is the horizontal coordinate as indicated in Figure 7-38 and “z” is the elevation above 
the upper tie plate.  The initial conditions are z = zN and β = 0 for s = 0 where zN is the elevation 
of the nozzle.  Thus the trajectory starts at the nozzle exit.  A combined solution of the equations 
defined by Equations (7.8-6) to (7.8-9) gives the location of the trajectory above the tie plate.  
Each trajectory is terminated when y=0.  The β coordinate at the upper tie plate or two-phase 
level determines the spray width.  Between the spray extremities, the mass flow per unit length 
along the radius is modeled as a Gaussian distribution.  Since a Gaussian distribution extends to 
infinity, for the purpose of calculation this was replaced with a cosine fit given by: 

m

1 y
 1 +cos( ) for b y bq

2 b = 
q

0 for y b

 π 
− < <  

 
 >

 (7.8-10) 

where as indicated in Figure 7-38: b = (xU-xL)/2, “y” is the location along the mid trajectory and 
“b” the corresponding spray width, and  “q” is the spray flow rate at a location.  The boundary 
conditions of q=qm at y=0 and q=0 at y=b are automatically satisfied. 

7.8.2.1.3 Spray Distribution 

The above spray distribution define by Equation (7.8-10) must satisfy the total spray rate 
plus the condensed liquid.  Thus: 

m
c

q y
 1 +cos( )  dy = W +W

2 b

π 
 
 

∫  (7.8-11) 

7.8.2.1.4 Heat Transfer 

Tests indicate that spray drops reach saturation temperature within five to six nozzle 
diameters.  Thus, in the analysis spray drops are assumed to reach saturation temperature in the 
first node, since the TRACG node is generally much larger than the nozzle diameter.  It is also 
assumed that sufficient steam is available for the droplets to reach saturation temperature. 

7.8.2.1.5 Source Calculation 

The steam condensed can be calculated by bringing the total injected liquid from inlet 
enthalpy to saturation.  Thus: 
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f o
c

fg

W (h  -h )
W  = 

h
�  (7.8-12) 

This is treated as a vapor sink at the node where spray is injected.  The total mass of 
injected liquid plus the condensed mass is now distributed at the upper tie plate by Equation 
(7.8-10).  Then the source for a particular TRACG node i from a set of spray nozzles j above the 
tie plate or a two-phase level between r coordinate given by ri and ri+1 is: 

i+1

i

r

ij m

r

y
S  = q  1 +cos( )  dr

b

π 
 
 

∫  (7.8-13) 

The sources from various ring jets are now combined: 

i ij
j

S  = S  ∑  (7.8-14) 

In case the spray overshoots the centerline, a reflection with respect to the central plane 
gives the distribution.  Mathematically, 

'
i i -iS  = S  +S  (7.8-15) 

The distribution of spray beyond the centerline is symmetrically reflected and added.  In 
case of a solid wall, like in the sector test hardware, the distributions beyond the centerline are 
added and input in the central node. 

If the level of the liquid rises above the nozzles, the injected liquid forms a submerged 
jet.  The transition between submerged jet and spray is modeled as a linear interpolation in the 
model.  This is done to avoid discontinuities. 

L N Nz z 1.1d< −  Spray Distribution 

L N Nz z 1.1d> +  Jet Distribution  

Here zL is the two-phase mixture level, zN is the nozzle elevation and dN is the nozzle 
diameter.  In between these two, a linear interpolation in distribution is obtained.  Thus: 

L N N N L N
jet spray

N N

z  -z +1.1d z  -z +1.1d
S = S   +S  

2.2 d 2.2 d
 (7.8-16) 

If a two-phase level is not calculated, a similar criterion is arrived at using the void 
fraction.  The transition is fixed at α = 0.75 at the sparger elevation. 

7.8.2.2 Submerged Jet Model 

If the liquid level in the upper plenum rises above the sparger level, the injected liquid 
from the nozzles forms a submerged jet.  The submerged jet model is analyzed by utilizing the 
basic conservation equations of motion written in an orthogonal system of coordinates along and 
normal to the trajectory.  These are integrated over the jet width using an assumed velocity 
profile.  A jet-spread rate is also assumed.  The location at which the jet from a set of nozzles 
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terminates on the upper tie plate is then calculated.  Knowing the jet width, the angle at which it 
hits the tie plate and the profiles of velocity and enthalpy, one can calculate the distribution due 
to a set of spray nozzles.  The source S due to different sets is then linearly superimposed. 

The method of analysis closely follows that outlined by Abromovich[192].  The integral 
methods are reasonably accurate and very fast compared to the differential methods, and are 
deemed to be sufficiently accurate for this analysis. 

7.8.2.2.1 Basic Conservation Equations 

The basic conservation equations of mass continuity, momentum and energy for a 
submerged jet are in (steady-state) integral form[194]. 

Mass: 

b

0

d
    v dy  = dQ

dx

 
ρ 

 
∫  (7.8-17) 

Momentum: 

( )
b b

2

0 0

d
    v  dy  = -  g dy

dx ∞

 
ρ ρ ρ 

 
∫ ∫  (7.8-18) 

Energy: 

b b

0 0

d d
    v h dy  = h     v dy

dx dx∞

   
ρ ρ   

   
∫ ∫  (7.8-19) 
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Writing this in a system of coordinates along and normal to the trajectory we have 

Mass: 

b

0

d
  v dy  = dQ

ds

 
ρ 

 
∫  (7.8-20) 

Momentum s: 

( )
b b

2

0 0

d
   v  dy  = -   g sin  dy

ds ∞

 
ρ ρ ρ ψ 

 
∫ ∫  (7.8-21) 

Momentum ψψψψ: 

( )
b b

2

0 0

d
   v  dy  = -   g cos  dy

ds ∞

 ψ
ρ ρ ρ ψ 

 
∫ ∫  (7.8-22) 

Energy: 

b b

0 0

d d
   v h dy  = h      v dy 

ds ds∞

   
ρ ρ   

   
∫ ∫  (7.8-23) 

7.8.2.2.2 Solution Procedure 

The solution to the above set is sought by assuming known velocity, density and enthalpy 
profiles of the form: 

m

- y
 =  (  )

- b
∞

∞

ρ ρ
η

ρ ρ
 (7.8-24) 

m

v y
 = f (  )

v b
 (7.8-25) 

m

h-h y
 =  (  )

h -h b
∞

∞

φ  (7.8-26) 

Substituting these in the above momentum equations gives 

Mass: 

( )
1 1

m m m

0 0

d
v b fdy v b fdy dQ

ds
∗ ∗

∞ ∞

 
ρ − ρ η + ρ = 

 
∫ ∫  (7.8-27) 
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Momentum s: 
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 (7.8-28) 

Momentum ψψψψ: 
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 (7.8-29)  

Energy: 
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 (7.8-30)  

where 

y
y  = 

b
∗  (7.8-31) 
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Denoting these integrals as A1, A2, A3, A4, A5, A6, and A7, one gets: 

Mass: 

[ ]m m 5 m 6

d
v  ( - )bA  +v   bA  = dQ

ds ∞ ∞ρ ρ ρ  (7.8-32) 

Momentum s: 

2 2
m m 1 m 2 m 3

d
v  ( - )bA  +v   bA  = ( - )g sin A

ds ∞ ∞ ∞
 ρ ρ ρ ρ ρ ⋅ ψ ⋅   (7.8-33) 

Momentum ψψψψ: 

2 2
m m 1 m 2 m 3

d
v  ( - )bA  +v   bA  = ( - )g cos A

ds ∞ ∞ ∞

ψ
 ρ ρ ρ ρ ρ ⋅ ψ ⋅   (7.8-34) 

Energy: 
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∞ ∞ ∞ ∞

∞ ∞ ∞ ∞ ∞

ρ ρ ρ ρ

ρ ρ

 (7.8-35)  

The above set of non-linear ordinary differential equations in ψm, hm, b, ψ can be solved 
by numerical integration. 

7.8.2.2.3 Initial Region 

At the nozzle exit, the velocity and enthalpy profiles are uniform.  Shear layers 
originating at the edges of the nozzle consume the inner core of uniform properties.  These 
regions are difficult to evaluate because, to some extent, pressure gradients also exist in them.  In 
the traditional analysis, assumptions are made regarding the growth of boundary layer in the 
initial region that gives the location at which the initial region terminates.  Beyond the initial 
region, there is a transition region after which the fully developed region prevails.  In the fully 
developed region, self-similar profiles for velocity and enthalpy are obtained given by the 
profiles of the previous section.  It is a common observation in heated jets[192] that the constant 
velocity core vanishes first and then the constant enthalpy core.  This is due to the turbulent 
mixing length for momentum exchange being larger then the energy exchange.  The mixing 
length for energy exchange is roughly the square root of the Prandtl number times that of 
momentum exchange.  The initial region is thus defined as the point where the constant enthalpy 
core disappears.  This can be determined from the above set of equations by setting hm = ho, the 
initial sub-cooled enthalpy.  For the purposes of computation, the buoyancy terms are ignored in 
the initial region.  Thus, the momentum in the tangential direction is ignored completely giving 
the conservation equations in the form: 
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Momentum: 
2 2 2

o o m o 1 m 2 v  b = v  ( - ) b A  + v   b A∞ ∞ρ ρ ρ ρ  (7.8-36) 
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 (7.8-37)  

These sets of equations give the value vm and b at the location where the constant 

enthalpy core disappears.  Assuming a spread rate of b=kβ, then the length of the initial region 
can be determined when b is calculated. 

7.8.2.2.4 Jet Trajectory 

The jet trajectory is now determined by the transformation of s,ψ coordinates to β, z, 
coordinates, where β and y are measured from the nozzle plane: 

d
 = cos

ds

β
ψ  (7.8-38) 

dz
 = sin

ds
ψ  (7.8-39) 

with the initial condition s=0, β=0, and z=zN, the nozzle elevation. 

Integration of the conservation equations is carried out until the jet hits the upper tie plate 
(y=0).  At that location, the mass and energy source for TRACG are calculated.  The β 
coordinates of the outer and inner edge of the jet are calculated to give the jet width. 

x

b
b  = 

sinψ
 (7.8-40) 

where b is the normal jet width given by 

db
 = k

ds
 (7.8-41) 

and k is the assumed spread rate.  Within this jet width, the assumed profiles for velocity and 
enthalpy now give the mass distribution at the upper tie plate. 
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7.8.2.2.5 Jet Distribution 

The jets formed by several nozzles all aimed at a particular angle are assumed to form a 
ring jet enveloped between the extreme trajectories.  The assumed velocity distribution now 
gives the mass distribution at the upper tie plate. 

7.8.2.2.6 Ambient Fluid Interaction 

The submerged jet interacts with the ambient fluid in which it is discharged.  The 
interaction can be obtained if one writes the jet conservation equations along and normal to the 
jet trajectory.  For the purposes of calculation, the jet is assumed to be in a stagnant environment.  
The ambient fluid, however, is treated with a line sink along the jet trajectory. 

7.8.2.2.7 Source Calculation 

For the ambient fluid, the jet forms a line sink.  Thus, the jet entrainment is calculated for 
a TRACG node and used as a mass sink.  At the upper tie plate, the assumed distribution is 
applied to the total mass flow rate Wo +  ΣWent, where Wo is the injected mass and  Σ Went is 
the entrained mass.  The energy sink and source are calculated as went hnode, where hnode is the 

nodal enthalpy and went is the entrainment by the jet within a given node.  The energy source at 

the upper tie plate is obtained by calculating Woho + ΣWenthnode, which is the sum of the energy 
of the injected fluid and the entrained fluid, and distributing it according to the assumed function. 

In case the jet overshoots the centerline, the amount of liquid overshooting the central 
line is added to the central node. 

7.8.3 Nozzle Model 

A special condensation source connection is available for the VESSEL component.  This 
optional condensation model applies when subcooled fluid is injected into the vessel cell either 
above the mixture level or into a vessel cell where the void fraction is greater than the void 
fraction for transition to annular flow. 

The calculated condensation rate (Wc) for subcooled flow (Wliq) into the vessel is: 

liq f
c liq ncg

fg

(h h )
W W * C *CLEV

h

−
= −  (7.8-42) 

The multiplier Cncg allows for incomplete condensation in the presence of 
noncondensable gases.  The degradation factor is calculated in the same way as in Equation 
(6.5-28) from Section 6.5.4: 

( )

0.1
2
s

ncg
a

C min 1.0 , 0.168
1

  αρ 
=    − α ρ ρ   �

 (7.8-43) 

The multiplier CLEV decreases condensation as the water level approaches the source 
elevation.  If the two-phase level covers the source, no condensation is calculated.  If the level is 
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1 ft or more below the source, complete condensation is calculated.  Between these two limits, 
the degradation is calculated using a spline as follows: 

2CLEV aux (3 2aux)= −  (7.8-44) 

where  

source levelZ Z
aux max(0, min(1, ( )))

0.3048

−
=  (7.8-45) 

If the level model is not active in the vessel cell, condensation begins at the transition to 
annular flow and reaches 100% when the cell void fraction is unity. 

Making the following adjustments to the liquid and vapor source terms for the connection 
preserves mass and energy conservation: 

Liquid Mass: s s cM M W= +
� �

 (7.8-46) 

Vapor Mass: sv sv cM M W= −  (7.8-47) 

Liquid Energy: s s c gE E W h= +
� �

 (7.8-48) 

Vapor Energy: sv sv c gE E W h= −  (7.8-49) 
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7.9 Heat Exchanger 

The modeling of heat exchangers (heaters or condensers) can be accomplished using a 
combination of standard TRACG components without the use of the specialized heat exchanger 
component.  A pipe component is typically used to simulate the tube bank.  Multiple pipes with 
the associated manifold tees can also be used to represent the tubes if additional detail is 
required.  The nodalization within the simulated tube(s) is flexible and as such can be customized 
for a particular application.  The shell side of the heat exchanger can be simulated using either 
the vessel component, which allows multi-dimensional flow or the one-dimensional tee 
component.  In either case, the level of modeling detail can be specified to match the individual 
application.  The heat transfer between the tube and shell utilizes the generalized component-to-
component heat transfer capability of TRACG.  This feature allows for heat transfer from the 
wall of any one-dimensional component cell to the fluid in any other component cell, including 
the vessel component.  The correlations used to evaluate the wall heat transfer are described in 
Section 6.6. 

The modeling flexibility using a combination of standard TRACG components makes 
this the recommended approach for most applications.  However, for some applications, the use 
of a simplified heat exchanger component may be desirable.  The heat exchanger component 
allows the user to simulate typical heat exchangers with a minimum number of cells.  To 
accomplish this, the model requires that the details of the shell side geometry be provided as a 
function of shell average void fraction.  The user-supplied tables of shell liquid level versus void 
fraction and fraction of tubes covered by liquid versus liquid level provide the basis for 
determining the detailed shell internal conditions.  The heat exchanger component is 
recommended only if the assumptions and input requirements of the component are appropriate 
for a particular application. 

7.9.1 Model Assumptions 

The heat exchanger is based on the tee component and includes changes to the heat 
transfer correlation package and special treatment of the momentum and mass flow in the 
primary tube.  A typical heat exchanger component is shown in Figure 7-39.  Included in the 
figure is a pipe component that represents the heat transfer tubes within the heater.  The 
combination of the heat exchanger and pipe represents a typical tube-in-shell heat exchanger, 
with attached drain-cooler region.  The steam enters the shell (Cell 1), condenses, enters the 
drain cooler (Cell 2) as single-phase liquid (normally), undergoes further cooling and, finally, 
exits the heat exchanger.  The side arm is included and attached to the steam shell cell, since 
high-pressure saturated liquid (from turbine separators or higher-pressure feedwater heaters) is 
frequently input to the heater shells in a separate flow path.  Typical shell void fractions are 
about 0.5, while the drain cooler normally receives only liquid from the cell.  The user must 
specify the drain cooler inlet height and a table of shell liquid level versus void fraction.  The 
assumption is made that only liquid is present below the position of the liquid level and only 
vapor is present above the level.  With this assumption, the donor cell void fraction αDC for flow 
from the shell to the drain cooler is: 
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DC

0.0 if liquid level  drain cooler height

 = 1.0 if liquid level  drain cooler height - 0.05m

20.0 x (drain cooler height - liquid level) otherwise 

≥


α ≤



 (7.9-1) 

The 5 cm for linear interpolation of the donor celled void fraction provides a gradual 
change in αDC as the drain cooler inlet is uncovered. 

The validity of the αDC modeling is dependent on an accurate user specification of the 
shell liquid level versus void fraction and the applicability of the above and below void fraction 
assumptions.  If the assumptions or input requirements are not appropriate for a particular 
application, the user has the option to use other components to model the shell side of the heat 
exchanger in more detail.  The generalized component-to-component heat transfer is then used to 
model the heat transfer between the tubes and shell. 

Another change to the hydrodynamic equations was forced by the normally high inlet 
steam velocities found in the main condenser.  Momentum flux was eliminated at the drain 
cooler inlet interface.  This was done to prevent V•∇V induced pressurization of the first cell in 
the drain cooler. 

Some special features of tees that are used as heat exchangers are: 

• Side arm input is simplified � the pipe arrays do not have to be input for the side 
arm. 

• Heat transfer from the walls of the shell is not modeled (NODES = 0). 

• The shell must consist of only one cell, but the drain cooler may contain as many 
cells as required.  The side-arm always connects to the first cell (shell). 

• The heat transfer pipe may contain as many cells as needed.  U-tubes may be 
represented by appropriate assignment of the heat transfer connections. 

Figure 7-39. Model of Feedwater Heater Using a HEAT Component (modified 

TEE) and PIPE Component for the Tube Bank 

Drain
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inlet

Steam
  inlet
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7.9.2 Heat Transfer Correlations 

Correlations appropriate to flow condensation on horizontal and vertical tube banks[195] 
have been introduced.  In addition, a correlation for single-phase (liquid) convection across tube 
banks[196] has been implemented in order to better describe the behavior in the liquid-filled 
regions of the heat exchanger.  These correlations are presently available in the code for heat 
exchangers only.  Models for convection and condensation described in Section 6.6 are used for 
other components.  The correlations used are: 

For condensing flow on horizontal tube banks, 
1/4

1/2
v f 4

t f f

k 0.276
h  = X   Re  1 + 

D X FrH

 
 
 

�

�
 (7.9-2) 

For condensing flow on vertical tube banks, 

( )

1/43 21/2
fg

v f
t B sat w

h k gk Re
h  = X   +0.943 
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 ρ
 
µ −  
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 (7.9-3) 

For liquid cross-flow across tube banks, 
1/30.55

Ph

t

Ck D v
h  = 0.36   

D k

µ  ρ
  

µ   

� �� � �

�

� �

 (7.9-4) 

Xf, Hf, Rf, Re� (liquid film Reynolds number) and Fr (Froude number) are dimensionless 

parameters defined as: 
1/3

f
f f

1
X  = 0.9  1 + 

R H

 
 
 

 (7.9-5) 
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In the above equations, the heat exchanger geometry is specified by the following 
parameters: 

Dh = Shell hydraulic diameter 

Dt = Individual tube outer diameter 

DB = Distance between tube bank baffles  

The method for handling condensation requires that all the energy be taken out of the 
liquid phase; condensation then occurs due to interfacial heat transfer.  This being the case, the 
liquid and vapor coefficients must be adjusted accordingly: 

( ) sat w
v

w

T  - T
h  = FRACL h  +  1 - FRACL  h  

T   - T

 
 
 

� �

�

 (7.9-10) 

vh  = 0.0  (7.9-11) 

where h� and hv are the heat transfer coefficients.  FRACL is the fraction of the heat transfer 

tubes that is covered by liquid.  This is determined by user input of two tables:  (1) shell liquid 
level versus shell void fraction and (2) FRACL versus liquid level. 
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7.10 Boundary Conditions 

The break (BREK) and fill (FILL) components are used to impose boundary conditions at 
any one-dimensional component terminal junction.  Consequently, these components differ from 
the other components in that they do not model any system component per se or perform 
hydrodynamic or heat-transfer calculations.  However, they are treated like any other component 
with respect to input, initialization and identification procedures. 

It is recommended that the cell volume and length in these components be identical to 
those for the neighboring cell of the adjacent component.  The void fraction and fluid 
temperatures specified in the fill and break determines the properties of fluid convected into the 
adjacent component if an inflow condition should occur.  By convention, inflow corresponds to a 
positive fill velocity and a negative break velocity.  The break components may not be connected 
directly to the vessel component for the purpose of imposing a boundary condition.  The 
connection of the fill directly to the vessel is allowed. 

7.10.1 Velocity Specified Boundary Conditions 

The fill component imposes a velocity boundary condition at the junction to its adjacent 
component, as shown in Figure 7-40.  Fill boundary conditions of velocity, void fraction, and 
phase temperatures may be constant, user-specified time-dependent, or they may be set by the 
control system.  In addition, the fill velocity condition may be specified as a function of adjacent 
component pressure.  In this case, the pressure functions are imposed in an approximate manner 
that avoids numerical difficulties caused by instabilities. 

7.10.2 Pressure Specified Boundary Conditions 

The break component implies a pressure boundary condition one cell away from its 
adjacent component, as shown in Figure 7-41.  Like the fill component, this boundary condition 
may be constant, user-specified time-dependent, or it may be set by the control system.  The 
break component also specifies the boundary conditions of void fraction and phase temperatures 
at the terminal junctions of one-dimensional components. 
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Figure 7-40. FILL Noding Diagram 

 
 
 
 

Figure 7-41. BREK Noding Diagram 
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7.11 Containment Components 

The containment is modeled with TRACG as a combination of a three-dimensional vessel 
component in conjunction with one-dimensional components such as pipes, tees and valves.  All 
these components utilize the same conservation equations and constitutive correlations.  The set 
of conservation equations is described in Section 3.1.  The correlations for wall heat transfer, 
interfacial heat transfer, wall shear and interfacial shear are described in Section 6.0. 

BWR containments utilizing the pressure suppression principle have similar components.  
The specific example referred to in this section is for the ESBWR  The ESBWR containment is 
similar in concept to the Mark III and ABWR containments, in that a horizontal vent system is 
employed to transfer blowdown energy from the drywell to the suppression pool.  In addition, 
the ESBWR is equipped with a Passive Containment Cooling System (PCCS) for long-term 
decay heat removal. 

Figure 7-42 shows a schematic of the ESBWR containment and reactor pressure vessel 
(RPV).  Figure 7-43 shows the corresponding TRACG representation and the major components 
used for modeling the containment.  The three-dimensional vessel (VSSL) component simulates 
the drywell, wetwell, reactor vessel and the IC and PCC pools. 

7.11.1 Drywell 

The drywell is composed of an upper drywell, bounded by the drywell head, top slab, 
containment walls, and the diaphragm floor separating it from the wetwell.  The upper drywell 
(indicated by 1 in Figure 7-42) constitutes the largest portion of the drywell volume.  A break in 
the main steam line as well as the opening of the depressurization valves (DPVs) would 
discharge flow into this region.  The annulus region of the drywell (indicated by 2) comprises the 
region between the RPV and the inner wall of the wetwell horizontal vent duct system.  A break 
in the Gravity-Driven Cooling System (GDCS) line would be expected to discharge flow into 
this region.  The lower drywell (3) is a separate region that is connected to the drywell annulus 
by multiple vents.  Liquid discharged into the upper drywell or the annulus region (e.g., from a 
broken GDCS line connected to a GDCS pool) will drain into the lower drywell.  A break in the 
bottom drain line could discharge flow to the lower drywell. 

The drywell is modeled as a two-dimensional (axisymmetric) region, with four radial 
rings in the upper drywell and two radial rings in the annular and lower drywell regions (Figure 
7-43).  This allows natural circulation patterns to develop, if calculated, with upflow in one ring 
and downflow in another.  The three-dimensional conservation equations for mass, momentum 
and energy given in Section 3.1 are applied in this region.  Discretization of the equations is 
shown in Section 3.2. 

Specific models are discussed below. 
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Figure 7-42. ESBWR Containment 
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[[ 

]] 

Figure 7-43. Simulation of ESBWR Containment 
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7.11.1.1 Turbulent Shear Between Cells 

The TRACG model for turbulent shear between cells at cell boundaries is not being used.  
Thus, there is no shear between adjacent cells.  All flows in the drywell are driven by buoyancy 
and wall shear.  The nodalization employed ensures the presence of a wall surface in every cell. 

7.11.1.2 Noncondensable Distribution 

TRACG has mass continuity equations for multiple species of noncondensables in 
addition to steam.  See Equations (3.1-23) through (3.1-27).  A noncondensable species is treated 
as a perfect gas and its properties are specified in terms of the gas constant, R and the specific 
heat cpg (Section 6.6.11).  The noncondensable gas (or mixture of gases) has the same 
temperature and velocity as the steam in a given cell.  The partial pressure of the noncondensable 
gas is calculated based on the temperature and mass of the gas in a cell (Perfect Gas Law).  
Dalton’s law (Equation (3.1-26)) relates the partial pressures of steam and noncondensables to 
the total pressure.  Note that there are no requirements for the steam to be at saturation conditions 
corresponding to its partial pressure. 

The TRACG model for molecular diffusion of noncondensables driven by concentration 
gradients is not used.  Noncondensables are transported solely by bulk convection.  Diffusion 
effects will be small for nitrogen and air.  Transport by diffusion could be more significant for 
hydrogen.  Buoyancy effects are not treated at a local level (i.e., steam and noncondensables 
have the same velocity in a cell).  However, buoyancy effects will be accounted for on a global 
level.  For example, if a light noncondensable is injected into a cell, a natural circulation pattern 
will develop between adjacent rings, and lighter fluid will rise to the upper regions.  The 
distribution of noncondensables calculated by TRACG has been assessed through comparisons 
against data from the GIRAFFE and PANDA facilities.  Based on these comparisons, a bounding 
analysis approach has been developed in the SBWR qualification report[7]. 

7.11.1.3 Wall Friction Correlations 

The flow regime in the drywell is mostly single-phase vapor.  In some cells, a dispersed 
droplet high void fraction regime may exist.  This corresponds to cells where liquid from the 
break or from the GDCS pool with a broken line is falling to the lower regions of the drywell.  In 
some cells, a liquid film can form on the wall because of condensation.  The single-phase friction 
factor is obtained from Equation (6.2-2).  The Reynolds number is calculated based on the axial 
velocity in the cell adjacent to the wall and the hydraulic diameter of the cell in the direction of 
the wall.  In case a two-phase flow regime is present, a two-phase multiplier will be applied as 
shown in Equation (6.2-7). 

7.11.1.4 Interfacial Shear Correlations 

For the droplet flow regime, the models described in Section 6.1.5 will be employed to 
calculate the interfacial shear between vapor and droplets.  For cells with wall liquid films, the 
annular flow correlations in Section 6.1.4 are used. 

7.11.1.5 Wall Heat Transfer 

The important modes of wall heat transfer in the drywell include forced and free 
convection to vapor and condensation heat transfer.   
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For forced convection, TRACG uses the Dittus-Boelter correlation (Equation (6.6-3)), 
based on the cell velocities and properties.  The hydraulic diameter of the cell in the direction of 
the wall is used in the correlation.  The vapor properties are calculated at the cell fluid 
temperature. 

For free convection, the McAdams correlation (Equation (6.6-29)) is used.  Again, the 
cell temperature is used for the calculation of vapor properties and the cell hydraulic diameter for 
the calculation of the Grashof number.  (The heat transfer coefficient is independent of the 
hydraulic diameter when correlations of the form h ~ 1/3

rG  are used.) 

These equations and their application are similar to those in other containment codes such 
as GOTHIC[69].  TRACG will evaluate both the free and forced convection correlations and use 
the higher of the two calculated values.  The same correlations are used for horizontal surfaces. 

The condensation correlations are discussed in Section 6.6.11.  A Nusselt condensation 
correlation is used with multiplicative factors for shear enhancement and degradation by 
noncondensables.  The Nusselt correlation is expressed in Equation (6.6-89).  In this equation, 
the liquid film Reynolds number Re� is defined as Re� = 4Γ/µ�, where Γ is the condensate flow 

rate per unit perimeter of surface and µ
�
 is the liquid viscosity.  The recommended method is to 

use the Kuhn-Schrock-Peterson (K-S-P) correlation[149] with the shear enhancement factor set 
to 1.  The minimum of the Uchida and K-S-P correlations is used in the calculations. 

7.11.1.6 Fogging of Drywell Vapor 

Heat transfer from the vapor in a cell will result in cooling of the vapor.  If the 
temperature drops below the saturation temperature of the steam corresponding to its partial 
pressure, condensation will occur.  Generally, in this situation a cold wall will be present in the 
cell.  A liquid film will form on the surface because of condensation.  This will be typically the 
dominant form of condensation in the cell.  If the temperature drops below saturation in a cell 
that has no heat transfer surfaces, liquid droplets will form (fogging) by condensation of steam.  
In this situation, a droplet flow regime will exist.  Interfacial heat transfer between droplets and 
vapor will be calculated as per Section 6.5.5.  Interfacial shear between the droplets and steam is 
calculated using the models in Section 6.1.5. 

In general, heat transfer from the vapor is more likely to lead to condensation on the 
walls.  Fogging is more likely to occur as a result of adiabatic expansion of steam from pressures 
higher than 30 bar. 

7.11.2 Wetwell 

The wetwell consists of the suppression pool (4) and the wetwell vapor space (5) in 
Figure 7-42.  The wetwell is bounded by the diaphragm floor on top, containment outer wall and 
wetwell inner wall on the sides and the floor of the containment.  During blowdown, flow from 
the safety/relief valves (SRVs) is directed to the suppression pool and quenched via the SRV 
discharge lines.  Flow from the LOCA break and DPVs is directed from the drywell to the 
suppression pool and quenched via the suppression pool horizontal vent system.  Any flow 
through the Passive Cooling Condenser (PCC) vents is also discharged to the suppression pool. 
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7.11.2.1 Wetwell Vapor Space 

The wetwell vapor space is also represented by multi-dimensional cells as shown in 
Figure 7-43.  Typically, two rings and two axial levels are employed in the TRACG model.  This 
allows for natural circulation in this region.  The flow regimes in this region will be the same as 
in the drywell: single-phase vapor, dispersed droplets resulting from entrainment from the 
suppression pool, and a condensate film on the walls.  The models discussed in the preceding 
section for the drywell for turbulent shear between cells, noncondensable distribution, wall 
friction, interfacial friction, wall heat transfer, fogging and interfacial heat transfer apply also in 
the wetwell vapor space.  One other model is important for this region; namely, the heat transfer 
at the suppression pool interface. 

Test data from PANDA [7] show that the top of the wetwell gas space which receivers 
leakage flow from the drywell through the vacuum breakers is at a higher temperature than the 
lower part of the gas space due to thermal stratification.  In the TRACG nodalization of the 
wetwell gas space, stratification is forced by restricting the flow between cells in the top two 
levels of the gas space by specifying an irreversible frictional loss.  This approach produces 
conservatively high local gas space temperatures in the vicinity of the leakage. 

7.11.2.2 Interfacial Heat Transfer at Pool Interface 

The interfacial heat transfer coefficients on the vapor and liquid sides of the interface are 
defined by Equation (6.5-52) with the Nusselt number defined by Equation (6.5-51).  The 
Sparrow-Uchida correlation shown in Figure 6-13 is used to calculate degradation of heat 
transfer at the pool surface due to noncondensable gases. 

7.11.2.3 Suppression Pool 

The suppression pool is represented by multi-dimensional cells as shown in Figure 7-43.  
At least two rings are used to represent the pool.  The major phenomena of interest for the 
suppression pool include condensation of vapor bubbles, temperature distribution / thermal 
stratification and pool two-phase level. 

7.11.2.4 Condensation of Vapor Bubbles 

In the presence of noncondensables, the bubbles will include steam and noncondensables.  
The partial pressure of steam and noncondensables will be calculated as stated earlier.  The 
interfacial heat transfer from the liquid to the vapor is calculated according to Equations (6.5-11) 
and (6.5-12).  There is no degradation in heat transfer due to the presence of noncondensables.  
This is based on large-scale data showing complete condensation of steam in the bubbles.   

7.11.2.5 Pool Temperature Distribution 

An empirical model is used to force thermal stratification below the lowest thermal 
source to the pool.  This is done by effectively limiting the amount of water that participates in 
the absorption of energy to that above the lowest discharge location (i.e., lowest active horizontal 
vent, SRV quencher or PCC vent).  Above this elevation, TRACG will calculate circulation 
velocities which produce a well mixed region.  Figure 7-44 shows the results from a number of 
large scale tests.  The measured temperature at the top of the pool has been compared with 
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calculations using the empirical model described above.  All data are predicted either well or 
conservatively. 

7.11.2.6 Pool Level 

The two-phase level model described in Section 6.4 is used to calculate the pool level.  The 
liquid and vapor side interfacial heat transfer coefficients are calculated by Equation (6.5-52) 
with the Nusselt number defined by Equation (6.5-51).  When the liquid surface is subcooled 
relative to the partial pressure of steam, the condensation at the surface is reduced by a 
degradation factor based on the Sparrow-Uchida correlation (see Figure 6-13). 

7.11.3 GDCS Pools 

Three GDCS pools (6) are located in the upper drywell (Figure 7-42).  During the GDCS 
phase of the post-LOCA transient, the GDCS pools discharge into the RPV downcomer, 
following the opening of squib valves and check valves in the three divisionally separated GDCS 
lines.  During the intermediate and long-term phases of the post-LOCA transient, the GDCS 
pools receive condensate from the PCC units.  Each PCC unit condensate return line is designed 
with a loop seal to prevent reverse flow of steam or noncondensables in the condensate return 
line. 

The GDCS pools are also modeled as part of the multi-dimensional containment model 
(Figure 7-43).  In practice, two pools are represented, with one accounting for the volume of two 
of the three pools.  The representation is essentially one-dimensional, with each pool being 
characterized by one ring.  The main phenomenon of interest for the GDCS pool is the pool level 
and the associated inventory of water in the pool.  The two-phase level model referred to earlier 
is also applicable here.  Heat transfer at the pool surface is modeled analogously to that for the 
suppression pool. 

[[ 
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]] 
Figure 7-44. Suppression Pool Stratification (TRACG Model vs. Horizontal 

Vent Stratification) 
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7.11.4 Isolation Condenser (IC)/Passive Containment Condenser (PCC)Pools 

The IC pools (9) are located outside (above) the containment (Figure 7-42).  Each 
contains an IC unit.  The pools are interconnected. 

The PCC pools (7) are located outside (above) the containment.  Each contains a PCC 
unit.  The pools are interconnected with each other and with the IC pools. 

As shown in Figure 7-43, the pools are represented as part of the 3-D TRACG region, 
partitioned into the IC and PCC pools.  The pools are allowed to communicate with each other at 
the bottom and the top.  The pools are modeled with two rings each and with several axial levels.  
Heat transfer occurs from the PCC and IC headers and tubes to the water in the pools.  Pool side 
heat transfer is calculated by the Forster-Zuber[130] correlation for boiling heat transfer (see 
Equation (6.6-7)). 

7.11.5 PCC/IC Units 

The ESBWR has four PCC heat exchanger units (8).  Each is comprised of two modules 
with inlet and outlet headers and 248 tubes in parallel.  The PCC units are connected to the top of 
the upper drywell and discharge condensate into the GDCS pools.  Noncondensables and 
uncondensed steam are vented to the suppression pool.  The vent submergence is 0.9m less than 
that of the top horizontal LOCA vent.  Thus, drywell noncondensables and uncondensed steam 
are purged  preferentially through the PCC vent line following the early blowdown phase. 

The ESBWR has six IC heat exchanger units (10) (Figure 7-42).  Each consists of two 
modules with inlet and outlet headers and 248 tubes in parallel.  The IC units are connected to 
stub tubes, which are attached to the RPV steam dome.  Condensate is discharged into the 
downcomer of the RPV.  Noncondensables can be vented from the upper and lower IC headers 
to the suppression pool. 

The IC and PCC units are represented by one-dimensional components simulating the 
inlet piping, headers, condenser tubes, condensate discharge lines and vent lines.  One-
dimensional forms of the mass, momentum and energy equations in Section 3.1 are applicable.  
Heat is transferred through the walls of the tubes and headers to the respective pools. 

7.11.5.1 Wall Friction Correlations 

The flow regime in the PCC and IC is single-phase vapor at the inlet.  Due to 
condensation, a liquid film forms on the walls.  The exit conditions consist of a draining liquid 
film, and a gas mixture that is rich in noncondensables. The single-phase friction factor is 
obtained from Equation (6.2-2).  The Reynolds number is calculated based on the axial velocity 
in the cell adjacent and the hydraulic diameter of the cell.  In the condensing region, a two-phase 
multiplier will be applied as shown in Equation (6.2-7).   

7.11.5.2 Interfacial Shear Correlations 

For cells with wall liquid films, the annular flow correlations in Section 6.1.4 are used. 



NEDO-32176, REVISION 4 
 

COMPONENT MODELS  7.11  -  Containment Components 7-111 

7.11.5.3 Wall Heat Transfer 

The important mode of wall heat transfer in the PCC and IC is condensation heat transfer.  
Under conditions where condensation heat transfer is severely degraded by a large amount of 
noncondensables, forced convection from the vapor to the wall will become the mode of heat 
transfer. 

The condensation correlations are discussed in Section 6.6.11.  A Nusselt condensation 
correlation is used with multiplicative factors for shear enhancement and degradation by 
noncondensables.  The Nusselt correlation is expressed in Equation (6.6-89).  In this equation, 
the liquid film Reynolds number Re� is defined as Re� = 4Γ/µ�, where Γ is the condensate flow 

rate per unit perimeter of surface and µ� is the liquid viscosity.  The Kuhn-Schrock-Peterson 

correlation[149] is used for the calculation of condensation heat transfer in the presence of 
noncondensable gases.  Extensive comparisons have been made against prototypical data from 
the PANTHERS test facility with excellent results[7]. 

For forced convection, TRACG uses the Dittus-Boelter correlation (Equation (6.6-3)), 
based on the cell velocities and properties.  The hydraulic diameter of the cell is used in the 
correlation.  The vapor properties are calculated at the cell fluid temperature. 

7.11.6 Depressurization Valves 

There are 8 DPVs (11) in the ESBWR.  Four DPVs are on the RPV stub tubes.  (The 
steam supply lines for the three IC units are also connected to three of these stub tubes.)  The 
other four DPVs are on the main steam lines.  The DPVs discharge into the upper drywell. 

The DPVs are modeled using the VLVE component, which is a one-dimensional 
component.  The TRACG control system will trigger the DPVs to open based on the sensed level 
in the RPV downcomer.  The primary TRACG model associated with the DPV is that of critical 
flow, which is discussed in Section 7.11.9 in connection with the break. 

Critical flow is calculated using the model described in Section 6.3.  This model has been 
extensively qualified.  The critical flow is calculated based on the upstream pressure, enthalpy 
and void fraction.  Correlations used in the calculation of interfacial shear in the RPV are given 
in Section 6.1.  The void fraction will depend on the position of the two-phase level in the 
downcomer.  The two-phase level model is described in Section 6.4.  Validation of the void 
fraction and two-phase level models is performed in Section 3.1 of the TRACG Qualificiation 

LTR
[4],[5],[6]. 

7.11.7 Safety/Relief Valves (SRVs) and Quenchers 

SRVs (12) relieve RPV pressure by discharging steam into the suppression pool.  Steam 
is discharged though quenchers to minimize chugging and condensation loads.  The quencher 
submergence is greater than that of the top row of horizontal vents. 

The SRVs and associated piping are represented by one-dimensional components.  
TRACG will trigger the opening of the SRVs based on pressure or downcomer level.  The 
quenchers are not modeled in detail.  Condensation and chugging loads will not be calculated 
with TRACG.  Critical flow models used for the SRVs have been discussed for the break and 
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DPVs.  Models for the condensation of SRV discharge were referred to in the section on the 
suppression pool. 

7.11.7.1 Horizontal Vent System 

The ESBWR has multiple sets of horizontal vents between the drywell and the 
suppression pool.  Each set of three vents consists of three horizontal vents (13) attached to a 
vertical vent pipe (Figure 7-42).  The top row of horizontal vents is approximately 0.9m below 
the bottom of the PCC vents. 

The horizontal vents are represented by one-dimensional TEE components.  The vent 
component is shown in more detail in Figure 7-45. 

 

Figure 7-45. Horizontal Vent Component 

 

7.11.7.2 Vent Clearing Model 

As the level drops in the pipe to “uncover” the horizontal vent, the vent will be opened to 
two-phase flow to the suppression pool.  This phenomenon is referred to as “vent clearing”.  
Vent clearing terminates the initial pressure rise of the drywell, as the pressure is relieved by the 
vent discharge to the suppression pool.  The top two rows of vents can clear during the early 
blowdown.  As the blowdown flow rate decreases, the water level in the vertical pipes will rise to 
cover the second row of vents.  Eventually, the top row is also covered and only flow through the 
PCC vents, which have a lower submergence, will persist.  Following vent clearing, the wetwell 
gas space pressurizes as the noncondensables from the drywell are purged into that volume.  The 
drywell pressure is maintained higher than the wetwell by an amount corresponding to the 
submergence of the open vents. 

In the prediction of vent clearing and the associated drywell and wetwell pressure 
histories, the important phenomena are those discussed in Sections 7.11.7.3 through 7.11.7.6. 

TEE

TEE

TEE
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7.11.7.3 Level Tracking in the Vertical Vent Pipes 

The one dimensional component level tracking model described in Section 6.4 is 
employed in the vertical pipe that is connected to the three horizontal vents. 

7.11.7.4 Vent Flow Regime 

The flow regime in the vents is single-phase liquid, until the vent begins to uncover when 
it transitions rapidly to bubbly flow.  The flow to the vent is “donor celled” at the upstream 
conditions in the vertical pipe.  TRACG calculates a transition from stratified to dispersed flow 
based on the instability of the interface.  The expression for the instability is solved to obtain the 
void fraction at which the transition from stratified flow to dispersed flow is expected to occur 
(see Equation (5.1-23)). 

7.11.7.5 Pressure Drop Correlations 

The single-phase friction factor is obtained from Equation (6.2-2).  The Reynolds number 
is calculated based on the axial velocity in the cell and the hydraulic diameter of the cell.  The 
pressure drop in the vent is actually dominated by the inlet and exit form loss coefficients.  A 
two-phase multiplier will be applied for wall friction as shown in Equation (6.2-7).  For singular 
losses, Equations (6.2-15) and (6.2-16) are applicable. 

7.11.7.6 Vent Back Pressure 

As the vent discharges vapor into the suppression pool, it will tend to move the liquid in 
the pool above the vent upwards as it expands.  The inertia of this liquid tends to create a back-
pressure effect, reducing the discharge flow, and affecting the drywell pressure after vent 
clearing.  This effect is accounted for in the TRACG momentum equation.  However, the 
nodalization in the wetwell precludes an accurate modeling of the virtual mass effect.  The liquid 
mass in the inner ring immediately above the discharge location will have to be accelerated 
upwards as the vapor expands into the pool.   

7.11.7.7 Model Applicability 

The vent clearing model in TRACG has been assessed in Reference [7] by comparison 
against data from the Pressure Suppression Test Facility (PSTF).  TRACG calculated the initial 
pressure rise and time of vent clearing accurately.  Following the onset of vent clearing, TRACG 
undercalculates the vent flow, and the drywell pressure increases to a higher value than seen in 
the data.  The discrepancy is due to large vapor bubbles rapidly transiting through the top part of 
the vent at the inception of vent uncovery.  This flow regime is not captured by TRACG and 
results in a conservative response for the vent clearing transient.  Subsequent to this period, the 
transient is captured adequately by TRACG.  The oscillatory response and slight undershoot in 
the drywell pressure, as well as the final pressure and vent flow are predicted accurately.  This 
indicates that the pressure drop correlation is accurate after the initial vent-clearing transient. 

7.11.7.8 GDCS Equalizing Lines 

Three GDCS equalizing lines (14) connect the suppression pool to the RPV downcomer.  
During the long-term portion of the post-LOCA transient, the squib valves in these lines will 
open if the level in the downcomer drops to 1m above the top of the active fuel and a time delay 
of 30 minutes has elapsed. 
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The equalizing lines are represented by a one-dimensional VLVE component.  The 
correlations used for wall friction and singular losses are the same as described in the previous 
paragraph for the horizontal vents. 

7.11.8 Vacuum Breakers 

The SBWR has three vacuum breakers (15) connecting the upper drywell to the wetwell 
vapor space.  The vacuum breakers will open to relieve a negative pressure difference between 
the drywell and the wetwell. 

The vacuum breakers (VB) are represented by one-dimensional VLVE components.  Two 
VBs are lumped together as one component.  The VBs are triggered open at a set negative 
pressure differential between the drywell and wetwell.  They will close at a lower value of the 
pressure differential.  The VBs transport flow from the wetwell vapor space to the drywell at 
conditions corresponding to the cell in the wetwell vapor space to which they are connected.  
The correlations used for the singular losses are the same as described previously for the 
horizontal vents. 

7.11.9 Break 

Critical flow through the break is calculated using the model described in Section 6.3 of 
this report.  This model has been extensively qualified.  Comparisons with data are shown in 
Section 3.4 of the TRACG Qualificiation LTR

[4],[5],[6].  The critical flow is calculated based on the 
upstream pressure, enthalpy and void fraction.  Correlations used in the calculation of interfacial 
shear in the RPV are given in Section 6.1 of this report.  The void fraction will depend on the 
position of the two-phase level in the downcomer.  The two-phase level model is described in 
Section 6.4.  Validation of the void fraction and two-phase level models is performed in Section 
3.1 of the TRACG Qualificiation LTR

[4],[5],[6]. 

In many thermal-hydraulic codes (RELAP, other versions of TRAC), the kinetic energy 
terms in the energy equation are eliminated by using the momentum equation.  This leads to a 
form of the energy equation which is nonconserving when discretized (i.e., the energy leaving 
the RPV is not exactly equal to that deposited in the containment).  In TRACG, the kinetic 
energy terms have been retained in the energy equation (Section 3.1), and the discretization is in 
a conserving form (Section 3.2). 

Later in the transient, the flow through the break will no longer be choked.  TRACG 
effectively calculates the minimum of the Bernoulli flow from the momentum equation and 
critical flow.  The flow calculated from the momentum equation cannot exceed the critical flow.  
At low pressures, the flow will not be limited by critical flow. 
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8.0 NUMERICAL METHOD 

TRACG uses a fully implicit integration technique for the heat conduction and hydraulic 
equations.  For certain specialized calculations, primarily time domain stability calculations, an 
optional explicit integration technique can be employed.  The fully implicit technique is the 
default option. 

The heat transfer coupling between the structures and the hydraulics is treated implicitly, 
when the implicit integration technique is used.  For this purpose, the heat conduction equation is 
solved in two steps, and thus integration of the combined equations involves the following steps: 

1. The heat conduction equation for structures is linearized with respect to fluid 
temperatures.  The result of this step is a system of linear equations for structure 
temperatures and surface heat flow as functions of the fluid temperatures. 

2. The hydraulic equations are solved using an iterative technique.  This step results in new 
values for the fluid pressures, void fraction, temperatures and velocities. 

3. A corrector step is utilized for the hydraulic solution.  Due to use of an iterative solution 
technique, the conservation of the properties is affected by the convergence.  The 
corrector step is employed to correct any lack of conservation due to imperfect 
convergence. 

4. Back-substitution into the heat conduction equation is performed to obtain new 
temperatures for structures. 

The linearization of the heat conduction equation and subsequent back-substitution 
(Steps 1 and 4) are described in Section 8.1.  The hydraulic solution (Steps  2 and 3) are 
described in Section 8.2. 

The nomenclature used in this section is given below: 

Nomenclature 
 Item Description 

 A flow area between mesh cells 
 A surface area 
 A  coefficient matrix 

 B
�

 vector of sources or forcing functions 
 Bs source term in momentum equation 
 c concentration (boron) 
 cp specific heat of a fluid at constant pressure 
 cv specific heat of a fluid at constant volume 
 Cp specific heat of a solid 
 C coefficient 
 C

�
 coefficient vector 

 e internal energy 
 Es source term in energy equation 
 Fw wall shear 
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Nomenclature 
 Item Description 

 F′
�

 vector of functions 
 f interfacial shear 
 g acceleration of gravity 
 h heat transfer coefficient 
 h internal enthalpy,  h = e + P/ρ 
 hfg latent heat of vaporatization,  hfg = hg – hf 
 k constant in virtual mass term in momentum equation 
 k conductivity 
 M mass 
 Md interface shear 
 Ms source term in mass equation 
 P pressure 
 q heat transfer rate 
 r radial dimension 
 R Radial dimension for 3-D components 
 R gas constant 
 R acceptable rate-of-change (Equations (8.2-76) through (8.2-83)) 
 S

�
 source vector 

 T temperature 
 t time 
 V cell volume 
 v velocity 
 x dimension for 1-D component 
 z axial dimension for 3-D components 
 Greek Symbols  
 α gas volume fraction 
 ∆  change 
 ε  user-specified convergence criterion, usually 10-3 - 10-4 
 ζ  rate-of-change ratio  (Equations (8.2-76) through (8.2-84)) 
 Γg interfacial mass transfer rate 

 η  convergence ratio 
 ρ microscopic density 
 ℘ neutronics nodal power 
 σ Surface tension 
 τ shear tensor 
 θ azimuthal dimension for 3-D components 
 θ indicator for implicit/explicit integration (hydraulic model) 
 Subscript  
 a all noncondensable gases 
 b boron 
 c continuous phase 
 d dispersed phase 
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Nomenclature 
 Item Description 

 f face of a fluid cell 
 f saturated liquid 
 g saturated steam 
 i inner surface 
 i fluid node number 
 IJK a particular fluid cell IJK 
 kij a particular neutronics node 
 � liquid phase 

 max maximum 
 min minimum 
 n noncondensable gas 
 o outer surface 
 p constant pressure 
 r relative (vapor-liquid) 
 s source connection 
 s steam 
 sat saturation 
 v constant volume 
 v gas phase (mixture) 
 w wall 
 Superscript  
 d donor celled 
 n time step number 
 m iteration number 
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8.1 Finite Difference Formulation of Heat Conduction Equation 

The heat conduction equation for the fuel rods and heat slabs is solved using either a 
lumped slab model or a one-dimensional model.  The one-dimensional model can be formulated 
either in Cartesian coordinates or in cylindrical coordinates.  The lumped slab model is used for 
heat slabs completely internal to a single cell in the vessel component.  The one-dimensional 
model using Cartesian coordinates is used for heat slabs in the vessel component situated 
between two axial levels.  The one-dimensional model using cylindrical coordinates is used for 
the fuel rods, the walls of a one-dimensional component, and for heat slabs in the vessel 
component situated between two radial rings. 

8.1.1 Lumped Slab Heat Conduction 

The lumped slab heat conduction model is given by Equation (4.2-1). 

Introducing 
n+1 n+1 nT  = T -T∆  (8.1-1) 

ww w wq  = A h  (T -T )
�� �

 (8.1-2) 

and 

wv w wv w vq  = A h  (T -T )  (8.1-3) 

Equations (8.1-2) and (8.1-3) can be linearized as: 

n+1 n n+1 n+1w
w w w

q
q  = q - ( T - T )

T

∂
θ ∆ ∆

∂
�

� � �

�

 (8.1-4) 

and 

n+1 n n+1 n+1wv
wv wv w v

v

q
q  = q - ( T - T )

T

∂
θ ∆ ∆

∂
 (8.1-5) 

Using these results Equation (4.2-1) from Section 4.2 can be written as: 

n n+1 n n+1 n+1w
w pw w w w

n n+1 n+1wv
wv w v

v

q
M C T  = - t q - ( T  - T )

T

q
- t q - ( T  - T )

T

 ∂
∆ ∆ θ ∆ ∆ 

∂ 

 ∂
∆ θ ∆ ∆ 

∂ 

�

� �

�
 (8.1-6) 

This equation can be rewritten as: 

n+1 n+1 n+1 n+1w w
w w v

v

T T
T  = T  + T  + T  

T T

∂ ∂
∆ ∆ ∆ ∆

∂ ∂
�

�

�  (8.1-7) 
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where 

n n
n 1 w wv
w

n w wv
pw

v

- t (q +q )
T  = 

q q
MC - t  +

T T

+ ∆
∆

 ∂ ∂
∆ θ  

∂ ∂ 

�

�

�

�  (8.1-8) 

w

w

n w wv
pw

v

q
- t  

T T
= 

T q q
MC  - t  +

T T

∂
∆ θ

∂ ∂

∂  ∂ ∂
∆ θ  

∂ ∂ 

�

�

� �

�

 (8.1-9) 

wv

w v

nv w wv
pw

v

q
- t  

T T
= 

T q q
MC  - t  +

T T

∂
∆ θ

∂ ∂

∂  ∂ ∂
∆ θ  

∂ ∂ 

�

�

 (8.1-10) 

Substitute Equation (8.1-7) into Equation (8.1-4) to get the following expression for heat 
transfer rate to the liquid: 

n 1 n n 1 n 1 n 1w w w
w w w v

v

q T T
q  = q - T  + -1 T  +  T  

T T T
+ + + +

   ∂ ∂ ∂
θ ∆ ∆ ∆   

∂ ∂ ∂    

�

� � �

� �

�  (8.1-11) 

Similarly, substitute Equation (8.1-7) into Equation (8.1-5) to get the following 
expression for heat transfer rate to the vapor: 

n 1 n n 1 n 1 n 1wv w w
wv wv w v

v v

q T T
q  = q - T  + T  +  -1 T  

T T T
+ + + +

   ∂ ∂ ∂
θ ∆ ∆ ∆   

∂ ∂ ∂    
�

�

�  (8.1-12) 

At the back-substitution step, after the final fluid temperatures have been obtained, the 
final wall temperatures are obtained by back-substitution into Equation (8.1-7). 

8.1.2 One-Dimensional Heat Conduction in Cartesian Coordinates 

The one-dimensional heat conduction equation in Cartesian coordinates is given by 
Equations (4.2-2) through (4.2-4) of Section 4.2. 

These equations represent a system of linear equations, [[  
 

  ]]   (8.1-13) 

Equation (8.1-13) can be solved to give: 

(b) (7)(D)
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[[ ]]  (8.1-14) 

where 

[[ ]] (8.1-15) 

[[ ]] (8.1-16),(8.1-17) 

[[ ]] (8.1-18),(8.1-19) 

Similar to Equation (8.1-4) for the lumped slab, for the one-dimensional problem the heat 
transfer rate to the liquid at the inner surface is given by: 

n+1 n n+1 n+1w i
w i w i wi i

i

q
q  = q - ( T - T )

T

∂
θ ∆ ∆

∂
�

� � �

�

 (8.1-20) 

Applying Equation (8.1-14), the heat transfer rate to the liquid at the inner surface can be 
expressed as: 

[[  ]]  (8.1-21) 

[[   
 
 

   ]]  (8.1-22) 

A similar expression can be obtained for the heat transfer rate to the vapor at the inside of 
the slab: 
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[[ ]]  (8.1-23) 

Similar expressions are easily obtained for the heat transfer rates to the liquid and the 
vapor at the outer surface: 

[[ ]]  (8.1-24) 

[[ ]]  (8.1-25) 

[[  
  ]] 

8.1.3 One-Dimensional Heat Conduction in Cylindrical Coordinates 

The one-dimensional heat conduction equation in cylindrical coordinates is given by 
Equations (4.2-5) through (4.2-10) of Section 4.2.3. 

These equations represent a system of linear equations, which can be written as: 

[[ ]]  (8.1-26) 

These equations are solved exactly as the system of one-dimensional equations for heat 
conduction in Cartesian coordinates as described in Section 8.1.2. 

8.2 Discretization of Hydraulic Equations 

TRACG solves the conservation equations for mass, momentum, and energy for the 
vapor and liquid phases.  The vapor phase can be a mixture of steam and noncondensable gases.  
Dissolved noncondensable gases in the liquid are not considered. 

8.2.1 Predictor Step 

The spatial discretization of the 3-D conservation equations was shown in Section 3.2.2.  
In this section the discretization in time is developed.  The modification to the existing semi-
implicit integration technique to generate the predictor step only affects the temporal 
discretization. 

8.2.1.1 Momentum Equations 

The spatial discretization of the momentum equations was shown in Section 3.2.2.1.  In 
developing the temporal discretization, let us consider vapor and liquid momentum equations for 
the axial direction (Equations (3.2-21) and (3.2-26)).  As mentioned earlier, the main 
modification affects the convective terms.  In the convective terms the diagonal terms will be 
calculated using a combination of old and new time properties, such that outflow is given by the 
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new time properties and inflow by the old time properties.  The off-diagonal terms will be based 
strictly on old time properties as before.  The interfacial shear and wall friction will be based on 
the new velocities using a Taylor expansion around the old velocities.  The fully discretized axial 
momentum equations then become: 

Vapor 

n+1 n
vz,I+1/2, J, K vz,I-1/2,J,K n

vz,I+1/2,J,K
I

n+1 n n
vz,I+1/2,J,K vz,I+1/2, J, K vz,I+1/2,J,K

n n+1
vz,I+3/2,J,K vz,I+1/2,J,K n

vz,I+1/2,J,K
I+1

v -v
if v 0

z

v -v + t v

v -v
if v 0

z


≥

∆


∆ 

 <
 ∆

nd d

vz v vz
vR

I+1/2,J,K

v v v
t  v +
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 ∂ ∂   
+ ∆     

∂ ∂θ     
 

n+1 n
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dz
n I

n+1 n nc
rz rz dz

v I+1/2,J,K n n+1
rz,I+3/2,J,K rz,I+1/2,J,K n

dz
I+1 I 1/ 2,J,K

v -v
if v 0

z
k

+ v -v + tv

v -v
if v 0

z
+

 
≥ 

∆  ρ  ∆ =   αρ    <  ∆ 

 

n+1 n+1
I+1,J,K I,J,K n

vz,I+1/2,J,K
v,I+1/2,J,K I+1/2

P -Pt
-g t+B  t

z

∆
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ρ ∆
  (8.2-1) 
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( ) ( )
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where Bv includes both source terms and mixing terms. 
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Liquid: 

n+1 n
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v v

+ +

++

+ +

+ +

 ∂ ∂∆
+ + − + − 

− α ρ ∂ ∂ 

 ∂ ∂∆
− + − + − 

ρ ∂ ∂ 

� �

� � �

� �

� �

� �

 

Examination of these equations reveals that they are linear equations in n+1
vz, I+1/2,J,Kv ,  

n+1 n+1 n+1
z, I+1/2,J,K I,J,K I+1,J,Kv , P , and  P
�

.  Consequently, the velocities at time n+1 can be expressed implicitly 

as a function of the pressures at time n+1: 

( )n+1 n+1 n+1
vz, I +1/2,J,K vz, I+1/2,J,K vz,I +1/2,J,K I,J,K I+1,J,Kv = v +C   P -P�  (8.2-3) 

( )n+1 n+1 n+1
z, I +1/2,J,K z, I+1/2,J,K z,I +1/2, J, K I,J,K I+1,J,Kv = v +C   P -P
� � �

�  (8.2-4) 

Similar equations can be generated for the radial and azimuthal directions, and for any 
source connection to the cell.  These equations are used as shown in the next section to eliminate 
the velocities from the convective terms in the mass and energy equations. 
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8.2.1.2 Mass and Energy Equations 

The spatial discretization of the mass and energy equations was shown in Section 3.2.2.2.  
[[    

 
 ]]  The heat transfer rates (Equations 

(8.1-11), (8.1-12), (8.1-22) – (8.1-25)) and the vapor generation rate are based on fluid properties 
at time n+1.  The fully discretized mass and energy equations then become: 

Vapor Mass: 

[[ 

 

]] 

(b) (7)(D)

(b) (7)(D)

(b) (7)
(D)

(
b
) 
(
7
)
(
D
)
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Mixture Mass: 

[[ 

 

  

 

 

 

]] 

Total Noncondensable Mass: 

[[ 

  

 

 

 ]] 

Note that the noncondensable gas components that are summed to form the total 
noncondensable gas have exactly the same mass equation form as Equation (8.2-7), except the 
“a” subscript is replaced by an “n” subscript for noncondensable gas component “n”. 

(
7
)
(
D
)

(b) (7)(D)

(b) (7)(D)
(
b
) 
(
7
)
(
D
)(

7
)
(
D
)

(b) (7)(D)
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Vapor Energy: 

[[ 

]] 

Mixture Energy: 

[[ 

(b) (7)(D) (b) (7)(D)

(
b
) 
(
7
)
(
D
)

(b) (7)(D)



NEDO-32176, REVISION 4 
 

NUMERICAL METHOD  8.2  -  Discretization of Hydraulic Equations 8-13 

]] 

Examination of these equations reveals that they are equations in n 1,m
IJKP + , n 1,m

IJK
+α , n 1,m

v,IJKT + , 
n 1,m
,IJKT +
�

, n 1,m
a,IJKP +  and the new velocities at the faces of cell IJK.  Here the following relationships 

have been used: 

( )n 1,m n 1,m n 1,m n 1,m
v v v aP , T , P+ + + +ρ = ρ  (8.2-10) 

( )n 1,m n 1,m n 1,m n 1,m
v v v ae e P , T , P+ + + +=  (8.2-11) 

( )n 1,m n 1,m n 1,mP , T+ + +ρ = ρ
� � �

 (8.2-12) 

(b) (7)(D)

(b) (7)(D)
(
b
) 
(
7
)
(
D
)
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( )n 1,m n 1,m n 1,me e P , T+ + +=
� � �

 (8.2-13) 

Using Equations (8.2-3) and (8.2-4) and the equivalent expressions for the radial and 
azimuthal directions, the updated face velocities at time n+1 can be eliminated from the mass and 
energy conservation equations (Equations (8.2-5) through (8.2-9)).  The resulting set of 
conservation equations is of the form: 

( )
f

n 1,m

N
n 1,m n 1,m n 1,m

v fj,IJK IJK j,IJK IJK
j 1

a IJK IJK

P

F T F P P S

T

P

+

+ + +

=

  
  α    ′ ′+ − =  
  
      

∑
�

�� �
 (8.2-14) 

where fj,IJKF and F′ ′
� �

 are vector functions, and IJKS
�

 represents the source terms: 

n 1,m

v

m
n 1,m
IJK IJKa

v

m IJK

M

M

S V tM

E

E

+

+

 
 
  

= ∆ 
 
 
  

�
i  (8.2-15) 

For the purpose of setting up and solving the pressure network in the predictor step, it is 
not necessary to consider the noncondensable gas components individually.  Because all the 
noncondensable gases are assumed to be ideal gases and are assumed to have the same 
temperature node by node, the combined impact on the pressure network is accounted for by the 
response of the total noncondensable gas provided the properties of the total gas are properly 
determined.  This is achieved by specifying for each node the total noncondensable gas 
properties as: 

NC

a n
n 1=

ρ = ρ∑  (8.2-16) 

NC

a n
n 1

P P
=

=∑  (8.2-17) 

NC

a n n
n 1a

1
R R

=

= ρ
ρ
∑  (8.2-18) 

NC

va n vn
n 1a

1
c c

=

= ρ
ρ
∑  (8.2-19) 
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where NC is the number of noncondensable gas components.  Sections B.2.4, B.3.2, and B.3.3 of 
APPENDIX B provide additional details of how these properties, their derivatives, and the 
transport properties are defined and combined with the properties for steam.  Note that in the 
predictor step and the network solution that the fluid properties for noncondensable gases do not 
appear individually; however, they do appear individually in the mass corrector step. 

A source term exists for the vessel cell whenever a 1-D component is connected to the 
cell or for an 1-D cell in a TEE component, where the side branch is connected.  Using the same 
discretization technique as for the cell faces, the source terms can be expressed as: 

[[ ]]   (8.2-20) 

where the source velocity is measured positive going out and the “s,IJK” subscript represents the 
property in the 1-D source cell that is connected to cell IJK. 

[[ 

 

 

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D) (
b
) 
(
7
)
(
D
)

(b) (7)(D)
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 ]]  

Substituting Equations (8.2-20) through (8.2-24) into Equation (8.2-14), and expressing 
the source velocities in terms of the pressure difference using expressions equivalent to 
Equations (8.2-3) and (8.2-4), gives: 

( ) ( )
sf

n 1,m

NN
n 1,m n 1,m ' n 1,m n 1,m

v fj,IJK IJK j,IJK sj,IJK IJK sj,IJK
j 1 j 1

a IJK IJK

P

F T F P P F P P 0

T

P

+

+ + + +

= =

  
  α    ′ ′+ − + − =  
  
      

∑ ∑
�

� � �
 (8.2-25) 

Here a summation over the Ns sources has been introduced for the case that more than 
one 1-D component is connected to vessel cell IJK. 

In solving Equation (8.2-25) it is convenient to combine the term n 1,m
fj,IJK IJKF P +′
�

 from the 

second term involving the summation over Nf faces of cell IJK with the first term.  This gives the 
final form of the discretized mass and energy equations: 

( ) ( )
sf

n 1,m

NN
n 1,m ' n 1,m n 1,m

v fj,IJK j,IJK sj,IJK IJK sj,IJK
j 1 j 1

a IJK IJK

P

F T F P F P P 0

T

P

+

+ + +

= =

  
  α     + + − =  
  
      

∑ ∑
�

� � �
 (8.2-26) 

where for convenience the following changes in nomenclature are defined 

fN
n 1,m ' ' n 1,m
IJK IJK fj,IJK IJK

j 1

F F F P+ +

=

= −∑
� � �

 (8.2-27) 

'
fj,IJK fj,IJKF F= −
� �

 (8.2-28) 

'
sj,IJK sj,IJKF F≡
� �

 (8.2-29) 

The fully discretized mass and energy equations are non-linear equations and are solved 
using a standard Newton iteration technique: 

(b) (7)(D)

(
b
) 
(
7
)
(
D
)
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( )

f

s

n 1,m

N
n 1,m n 1,m n 1,m n 1,m

v IJK j,IJK j,IJKIJK
j 1

a IJK

N
n 1,m n 1,m n 1,m
j,IJK IJK sj,IJK

j 1

P

A T B C P

T

P

S P P

+

+ + + +

=

+ + +

=

∆ 
 ∆α  

∆ = + ∆ 
 ∆
 

∆  

+ ∆ − ∆

∑

∑

�

��

�

 (8.2-30) 

where m is the iteration number (this iteration is called the outer iteration).  Here n 1,m

IJK
A +  is the 

Jacobian matrix of F
�

: 

( )n 1,m n 1,m
IJKIJK

A Ja F+ +=
�

 (8.2-31) 

and 

n 1,m
fj,IJKn 1,m

j,IJK n 1,m
j,IJK

F
C

P

+

+

+

∂
= −

∂

�
�

 (8.2-32) 

( )

n 1,m
sj,IJKn 1,m

j,IJK n 1,m n 1,m
IJK sj,IJK

F
S

P P

+

+

+ +

∂
= −

∂ −

�
�

 (8.2-33) 

( )

( )

f

s

n 1,m 1

N
n 1,m n 1,m
IJK v fj,IJK j,IJK

j 1

a IJK IJK

N
n 1,m n 1,m

sj,IJK j,IJK sj,IJK
j 1

P

B F T F P

T

P

F P P

+ −

+ +

=

+ +

=

  
  α    = − −  
  
      

− −

∑

∑

�

� � �

�

 (8.2-34) 

and the change in the nodal quantities during the iteration is defined by 

n 1,m n 1,m n 1,m 1

n 1,m n 1,m 1

n 1,m n 1,m 1
v v v

n 1,m n 1,m 1

n 1,m n 1,m 1
a a aIJK IJK

P P P

T T T

T T T
P P P

+ + + −

+ + −

+ + −

+ + −

+ + −

 ∆ − 
  ∆α α − α     

∆ = −   
   ∆ −   

∆   −   

� � �

 (8.2-35) 
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Equation (8.2-30) is the final form of the discretized continuity equations.  The solution 
of this equation will be described in Section 8.2.2. 

8.2.2 Network Solution 

In the previous section, the final discretized form of the conservation equations was 
developed for the fast implicit numerics.  A key feature of this equation, Equation (8.2-30), is 
that its basic form is unchanged from the previous semi-implicit formulation in TRACG and only 
the elements in the equation have been modified (i.e., no new elements have been added and 
none deleted).  Consequently, the existing network solution can be applied without any change.  
For the sake of completeness, the network solution will be reviewed here. 

Multiplying Equation (8.2-30) by 1

IJK
(A )−  and omitting the superscript, one gets: 

( )
sf

n 1,m

NN

v IJK j,IJK j,IJK j,IJK IJK sj,IJK
j 1 j 1

a IJK

P

T B C P S P P

T

P

+

= =

∆ 
 ∆α  

′ ′ ′∆ = + ∆ + ∆ − ∆ 
 ∆
 

∆  

∑ ∑
�

� ��
 (8.2-36) 

where: 

1
IJK IJKIJK

B (A ) B−′ =
� �

i  (8.2-37) 

1
j,IJK j,IJKIJK

C (A ) C−′ =
� �

i  (8.2-38) 

1
j,IJK j,IJKIJK

S (A ) S−′ =
� �

i  (8.2-39) 

Examination of Equation (8.2-36) reveals that once the set of all ∆P values are known, 
∆α, ∆Tv, ∆T�, and ∆Pa can be obtained for each IJK node through back-substitution.  

Consequently, the task in the network solution reduces to the calculation of the change in total 
pressure, ∆P.  The first row in Equation (8.2-36) is: 

{ } { } { } ( )
sf NN

IJK IJK j,IJK j,IJK j,IJK IJK sj,IJK1 1
j 1 j 1

P B C P S P P
= =

′ ′ ′∆ = + ∆ + ∆ − ∆∑ ∑
�

 (8.2-40) 

This is the pressure equation that is solved in the network solution.  For a 1-D component, the 
equation that is equivalent to Equation (8.2-40) reduces to: 

{ } { } { } ( )
sn NN

i i j,i j,i j,i i sj,i1 1 1
j 1 j 1

P b c P s P P
= =

′ ′∆ = + ∆ + ∆ − ∆∑ ∑  (8.2-41) 
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where Nn is the number of neighboring cells and Ns is the number of sources to any given cell of 
the 1-D component.  In the context of a 1-D component, a source is a junction to another 
component so that 

s

0, for an internal cell of a PIPE
N

1, for an end cell of a PIPE


= 


 (8.2-42) 

n

2, for an internal cell of a PIPE
N

1, for an end cell of a PIPE


= 


 (8.2-43) 

A value of s sN N 1′ = +  and n nN N 1′ = +  is possible for components that are based on a 

tee such as the TEE, JETP, CHAN and SSEP components.  For a CHAN component where the 
dynamic water rod is applied, the cells where the water rod connects appear as though they have 
an additional connection. 

Rearranging Equation (8.2-41) to: 

{ } { } { } ( )
sn NN

i j,i j,i i j,i i sj,i11 1
j 1 j 1

P c P b s P P
= =

′ ′ ′∆ − ∆ = + ∆ − ∆∑ ∑  (8.2-44) 

and remembering that { }j,i 1
s′  is only non-zero for an end cell, the system of linear equations can 

be solved to give: 

st

s

N
2

i i i,s j
s 1

P d e P
=

∆ = + ∆∑  (8.2-45) 

where Nst is the total number of source junctions and 
s

2
jP∆  is the change in ∆P across the source 

junction “s” corresponding to junction “jik” that connects component “i” cell “1” to component 
“k” cell “m” as shown in Figure 8-1.  For example, 

ik m 1

2
j k iP P P∆ = ∆ − ∆  (8.2-46) 

Figure 8-1. Junction of 1-D Components 

 COMPONENT i COMPONENT k 

OTHER JUNCTIONS JUNCTION jik OTHER JUNCTIONS 

i 1 k m 
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Let 2
jP∆
�

 be a vector describing the change in ∆P across all junctions in the system 

including 1D-1D and 1D-3D junctions.  For cell i1, Equation (8.2-45) can be written as: 

1 1 l

2
i i i jP d e P∆ = + ∆

��
i  (8.2-47) 

Similarly, for cell km, Equation (8.2-45) can be written as: 

m m m

2
k k k jP d e P∆ = + ∆

��
i  (8.2-48) 

Subtracting Equation (8.2-47) from Equation (8.2-48) and applying 

ik m l

2
j k iP P P∆ = ∆ − ∆  (8.2-49) 

one gets: 

( )
ik m l m l

2 2
j k i k i jP d d e e P∆ = − + − ∆

�� �
i  (8.2-50) 

Consider the example where a 1-D component is connected to a 3-D component by 
junction “ji3” as shown in Figure 8-2. 

For cell i1 in the 1-D component, Equation (8.2-45) can be written as: 

1 1 1

2
i i i jP d e P∆ = + ∆

��
i  (8.2-51) 

 

Figure 8-2. Junction of 1-D and 3-D Components 

 

Subtracting IJKP∆ from this equation and remembering that: 

i3 1

2
j i IJKP P P∆ = ∆ − ∆  (8.2-52) 

3-D COMPONENT

COMPONENT i

JUNCTION ji3 OTHER JUNCTIONS

IJK i1
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one gets: 

i3 1 1

2 2
j i i J IJKP d e P P∆ = + • ∆ − ∆

��
 (8.2-53) 

For all junctions, Equations (8.2-50)and (8.2-53) will thus form a system of linear 
equations: 

2
j 3DE P D F P∆ = + ∆
� � �

i i  (8.2-54) 

where 3DP∆
�

 is a vector of all the pressure changes for the 3-D component.  Solving Equation 

(8.2-54) produces: 

2
j 3DP D F P′ ′∆ = + ∆
� � �

i  where (8.2-55) 

( )
1

D E D
−

′ =
� �

i  (8.2-56) 

( )
1

F E F
−

′ = i  (8.2-57) 

In Equation (8.2-40), IJK sj,IJKP P∆ − ∆  is 2
jP∆  across a junction “j” connecting a 1-D 

component to the 3-D component.  Consequently, Equation (8.2-40) can be written as: 

2
3D 1 jG P B S P′∆ = + ∆
� � �

i i  (8.2-58) 

Substituting Equation (8.2-55) into this equation, one gets: 

3D 1 3DG P B S D F P ′ ′ ′∆ = + + ∆ 
� � � �

i i i  (8.2-59) 

Equation (8.2-59) is the final equation in the network solution.  It is a system of linear 
equations that can be solved for pressure changes in the 3-D component. 

The rest of the solution consists of back-substitution.  2
jP∆  is obtained from Equation 

(8.2-55), the changes in individual pressures in the 1-D components are obtained from Equation 
(8.2-45), and finally the changes in α, Tg, Tg, and Pa are obtained from Equation (8.2-36) and its 
equivalent for the 1-D components. 

The total noncondensable partial pressure Pa determined from the back-substitution 

reflects a contribution ∆Pa due to implicit coupling of the mass, momentum, and energy 
equations.  To achieve the same degree of coupling in the partial pressures of the individual 
noncondensable gas components, the implicit contribution to the total noncondensable gas is 
resolved into its components by applying 

[[ ]]   (8.2-60) 
(b) (7)(D)

(
b
) 
(
7
)
(
D
)
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The gas constant Ra may have a different value from node to node since it depends on the nodal 
composition of the total noncondensable gas.  The component noncondensable gas partial 
pressures are updated for all nodes in the same way for both 1-D and 3-D components. 

8.2.3 Corrector Step 

TRACG uses a fully implicit method for the mass and energy equations in the predictor 
step.  An iterative technique is used for the predictor step.  For a fully converged iteration perfect 
mass and energy conservation is obtained for the predictor step within the convergence criteria 
so the corrector step is not needed.  However, the corrector step is retained because it does assure 
perfect mass conservation.  For nodes where there is thermal equilibrium, conservation of mass 
is equivalent with conservation of energy for constant pressure. 

8.2.3.1 Mixture Mass Conversion 

[ ] [ ]{ }n 1 n

IJK v v
IJK

V (1 ) (1 ) )
+

− α ρ + αρ − − α ρ + αρ =
� �

 

[ ]

[ ]

n 1 n 1
z,I 1/ 2,J,KI,J,Kn 1

I 1/ 2,J,K z,I 1/ 2,J,K n 1 n 1
z,I 1/ 2,J,KI 1,J,K

(1 ) if v 0
t A v

(1 ) if v 0

+ +

+
+

+ + + +
++

  − α ρ ≥− ∆  − α ρ < 

� �

�

� �

 

+ 
n 1 n 1

v I,J,K vz,I 1/ 2,J,Kn 1
vz,I 1/ 2,J,K n 1 n 1

v I 1,J,K vz,I 1/ 2,J,K

( ) if v 0
v

( ) if v 0

+ +

++
+ + +

+ +

 αρ ≥


αρ <  

 (8.2-61) 

[ ]

[ ]

n 1 n 1
z,I 1/ 2,J,KI 1,J,Kn 1

I 1/ 2,J,K z,I 1/ 2,J,K n 1 n 1
z,I 1/ 2,J,KI,J,K

(1 ) if v 0
t A v

(1 ) if v 0

+ +

−−+

− − + +

−

  − α ρ ≥− ∆ 
 − α ρ < 

� �

�

� �

 

n 1 n 1
v I 1,J,K vz,I 1/ 2,J,Kn 1

vz,I 1/ 2,J,K n 1 n 1
v I,J,K vz,I 1/ 2,J,K

( ) if v 0
v

( ) if v 0

+ +

− −+
− + +

−

 αρ ≥
+ 

αρ <  

 

Similar terms for the J and K directions 

( )n 1 n 1
IJK ms mmix IJK

V M M t+ ++ + ∆ +  

In this equation, the densities and velocities are the fully-converged values calculated in the 
predictor step for time n+1.  The source term is calculated as indicated in Equation (8.2-21)  but 
using a fully implicit technique: 
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( )
[ ]

[ ]

n 1 n 1
s,IJKIJKn 1 n 1

ms s,IJK s,IJKIJK n 1 n 1
s,IJKs,IJK

n 1 n 1
v IJK vs,IJKn 1

vs,IJK n 1 n 1
v s,IJK vs,IJK

(1 ) if v 0
V M A v

(1 ) if v 0

( ) if v 0
v

( ) if v 0

+ +

+ +

+ +

+ +

+

+ +

•

  − α ρ ≥= − 
 − α ρ < 

 αρ ≥
+ 

αρ <  

� �

�

� �

  (8.2-62) 

Again, the densities and velocities are the fully-converged values obtained from the predictor 
step for time n+1.  Substituting Equation (8.2-62) into Equation (8.2-61) gives an equation in 
only the new void fractions, which can be arranged to be of the form: 

( )
sf NN

n 1 n 1 n 1 n 1
IJK IJK IJK j,IJK j,IJK j IJK sj,IJK

j 1 j 1

A B C S+ + + +

= =

∆α = + ∆α + ∆α − ∆α∑ ∑  (8.2-63) 

Dividing this equation by AIJK gives an equation of exactly the same form as Equation 
(8.2-40) for the pressure.  Once all these equations are assembled into the network, the network 
solver can be used to obtain the new void fractions following the same process used to calculate 
the nodal pressure changes.  The mixture mass is conserved because Equation (8.2-61) is on a 
conserving form. 

8.2.3.2 Noncondensable Gas Conservation 

To determine the amount of total noncondensable gas relative to steam and to get perfect 
mass conservation, the total noncondensable mass Equation (8.2-7) is discretized using a fully 
implicit technique as: 

( )n 1 m
IJK a a IJK

V m m+ − =  

( )

( )

n 1 n 1
a vz,I 1/ 2,J,KI,J,Kn 1

I 1/ 2,J,K vz,I 1/ 2,J,K n 1 n 1
a vz,I 1/ 2,J,KI 1,J,K

m if v 0
A v t

m if v 0

+ +

+
+

+ + + +

++

  ≥ − ∆ < 

 

( )

( )

n 1 n 1
a vz,I 1/ 2,J,KI 1,J,Kn 1

I 1/ 2,J,K vz,I 1/ 2,J,K n 1 n 1
a vz,I 1/ 2,J,KI,J,K

m if v 0
A v t

m if v 0

+ +

−−+
− − + +

−

  ≥ + ∆ < 

 (8.2-64) 

+ Similar terms in J and K directions 

+ ( )n 1 n 1
IJK as amix IJK

V M M t+ ++ ∆  

where ma = (αρa) 

The source term is given as: 
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( )

( )

n 1 n 1
a vs,IJKIJKn 1 n 1

IJK as,IJK s,IJK vs,IJK n 1 n 1
a vs,IJKs,IJK

m if v 0
V M A v

m if v 0

+ +

+ +

+ +

 ≥
= − 

<

 (8.2-65) 

Substituting Equation (8.2-65) into Equation (8.2-64) gives an equation in only the new 
total noncondensable mass concentration, which can be rearranged to be of the form: 

( )
sf NN

n 1 n 1 n 1 n 1
IJK a,IJK IJK j,IJK aj,IJK j a,IJK asj,IJK

j 1 j 1

A m B C m Sc m m+ + + +

= =

∆ = + ∆ + ∆ − ∆∑ ∑  (8.2-66) 

The mass equations for each individual noncondensable gas component are solved 
separately in the corrector step.  The approach is identical to that described above in Equations 
(8.2-64), (8.2-65) and (8.2-66) except the “a” subscript is replaced by an “n” subscript.  Equation 
(8.2-66) is of the same form as Equation (8.2-40) for the pressure so once the equations for all 
nodes are assembled, the network solver is used to solve for the new total noncondensable gas 
mass and is also used to solve for each of the individual noncondensable gas components. 

8.2.3.3 Liquid Solute Conservation 

To determine the amount of boron dissolved in and transported with the liquid, the boron 
mass equation is discretized and solved using a fully implicit technique similar to the one used 
for the noncondensable gas. 

( )n 1 m
IJK B BV m m+ − =  

( )

( )

n 1 n 1
B z,I 1/ 2,J,KI,J,Kn 1

I 1/ 2,J,K z,I 1/ 2,J,K n 1 n 1
B z,I 1/ 2,J,KI 1,J,K

m if v 0
A v t

m if v 0

+ +

+
+

+ + + +

++

  ≥ − ∆ < 

�

�

�

 

( )

( )

n 1 n 1
B z,I 1/ 2,J,KI 1,J,Kn 1

I 1/ 2,J,K z,I 1/ 2,J,K n 1 n 1
B z,I 1/ 2,J,KI,J,K

m if v 0
A v t

m if v 0

+ +

−−+
− − + +

−

  ≥ + ∆ < 

�

�

�

  (8.2-67) 

+ Similar terms in J and K directions 

+ ( )n 1 n 1
IJK Bs Bmix IJK

V M M t+ ++ ∆  

The source term is given as: 

( )

( )

n 1 n 1
B s,IJKIJKn 1 n 1

IJK Bs,IJK s,IJK s,IJK n 1 n 1
B s,IJKsIJK

m if v 0
V M A v

m if v 0

+ +

+ +

+ +

 ≥
= − 

 <

�

�

�

 (8.2-68) 

Substituting Equation (8.2-68) into (8.2-67) gives an equation in only the new boron 
mass concentration, which can be rearranged to be of the form: 
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( )
sf NN

n 1 n 1 n 1 n 1
IJK B,IJK IJK j,IJK Bj,IJK j B,IJK Bsj,IJK

j 1 j 1

A m B C m Sc m m+ + + +

= =

∆ = + ∆ + ∆ − ∆∑ ∑  (8.2-69) 

This equation is again of the same form as Equation (8.2-40) that was used to assemble the 
pressure network.  Thus the mass conservation equations for the liquid solute are assembled into 
a network and the network solver is used to obtain the new solute masses. 

8.2.3.4 Energy Conservation 

In the iterative predictor step, TRACG solves the fully implicit equations for energy, thus 
energy is conserved for the fully-converged solution.  This, coupled with the precise mass 
conservation assured by the corrector step, produces excellent energy conservation and does not 
generate the need for an extra corrector step for energy.  (It should be noted that the original 
formulation of the energy equation in TRAC was not on a conserving form due to the elimination 
of the kinetic energy from the energy equation by substituting the momentum equation into the 
energy equation.  This problem could lead to significant energy balance errors for systems 
involving critical flow.  In TRACG the kinetic energy is included in the energy equations, 
thereby maintaining a conserving form of these equations.) 

To demonstrate the energy conservation in TRACG, a test case using the PSTF vessel 
blow-down test has been evaluated for various values of the convergence criterion for the 
predictor step.  As the convergence is tightened for the predictor step, the mass and energy 
balance is improved, and in the limit there is no error.  Table 8-1 shows the energy error at 

Table 8-1.  Energy Error for PSTF Vessel Blow-down 5801-15 

 
Initial Mass 

(kg) 1.34398E3 
 

Initial Energy 

(J) 

1.851458E9 

 

Convergence 

Criterion 

Final Mass 

(kg) 

Mass 

Conservation 

Error 

Final Energy 

(J) 

Relative 

Energy Error 

1.0E-2 1.009360E3 -4.56E-7 1.017515E9 2.9E-2 
1.0E-3 1.005698E3 -1.004E-6 0.9970902E9 8.2E-3 
1.0E-4 1.004096E3 -1.82E-7 0.9917846E9 2.8E-3 
1.0E-5 1.003044E3 -1.82E-7 0.9897846E9 2.9E-4 
1.0E-6 1.002951E3 -3.65E-7 0.9890168E9  

20 seconds which coincides approximately with the end of the depressurization of the vessel.  
The mass conservation is seen to be accurate for all cases.  The energy error is evaluated relative 
to the converged case (the case with the tightest convergence is used).  It is seen that there is no 
significant energy errors for reasonable values of the convergence criterion (1.0E-3 - 1.0E-5). 

8.2.4 Time Step Control 

TRACG determines the time step size in order to maximize the accuracy of the 
calculation and minimize the computer time.  Two basic criteria are used for this purpose: 

• Convergence.  The iteration to obtain a solution to the thermal-hydraulic 
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equations are required to converge within a prescribed convergence criteria.  If 
convergence is obtained with a low iteration count, the time step size is allowed to 
increase.  On the other hand, if a high iteration count is required, the time step 
size will be reduced. 

• Rate-of-Change.  TRACG examines the rate of change for the primary dependent 
variables.  If the rate of change is low, a quasi steady-state condition will exist 
and the time step size is allowed to increase.  On the other hand, if the rate-of-
change is high, the time step size will be reduced. 

In practice, the time step size is normally determined by the convergence criteria.  If a 
quasi steady-state condition exists, convergence will easily be established within a few iterations, 
and if a fast transient exist, where the dependent variables are changing fast, a larger iteration 
count will generally be required.  The primary purpose of the rate-of-change criteria is to prevent 
excessive changes in the dependent variables during a time step to prevent excessive 
discretization error. 

TRACG also allows the time step size to be determined based on the material Courant 
limit and user-specified upper and lower limits. 

If the time step size is allowed to increase by all of the criteria, the time step size will be 
increased.  However, the time step size will be reduced if a reduction is required by just one of 
the criteria. 

8.2.4.1 Convergence 

TRACG checks the convergence of the primary dependent variables for the independent 
hydraulic variables using the following criteria: 

m m 1
i i

P m
i

P P
max

max(100, P )

− −
 η =
 ε
 

 (8.2-70) 

m m 1
i i

a max
max(0.01,10 )

− α −α
η =  

ε 
 (8.2-71) 

m m 1
vi vi

Tv 3

T T
max

min(1.0,10 )

− −
 η =
 ε
 

 (8.2-72) 

m m 1
i i

T 3

T T
max

min(1.0,10 )

− −
 η =
 ε
 

� �

�
 (8.2-73) 

m m 1
ai ai

Pa m
i

P P
max

max(100, P )

− −
 η =
 ε
 

 (8.2-74) 

where 
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ε = A user-specified convergence criterion, usually 10-3 - 10-4. 

Convergence is established when: 

P a Tv T Pamax( , , , , ) 1.0η= η η η η η <
�

 (8.2-75) 

8.2.4.2 Rate-of-Change 

TRACG checks the rate-of-change of the primary dependent variables using the 
following criteria applied for every fluid node “i”: 

n 1 n
i i

P 4 n 1
1 i

P P
max

max(5.0 10 ,R P )

+

+

 −
 ζ =
 ⋅ ⋅
 

 (8.2-76) 

n 1 n
i i

2

max
R

+

α

 α −α
ζ =   

 
 (8.2-77) 

n 1 n
vi vi

Tv
3

T T
max

R

+ −
 ζ =
 
 

 (8.2-78) 

n 1 n
i i

T
4

T T
max

R

+ −
 ζ =
 
 

� �

�
 (8.2-79) 

n 1 n
ai ai

Pa 4 n
5 i

P P
max

max(5.0 10 , R P )

+ −
 ζ =
 ⋅ ⋅
 

 (8.2-80) 

where “n” is the time step number.  In addition to the changes in hydraulic variables, TRACG 
checks the rate-of-change in three other quantities: (1) heat slab temperatures, (2) fuel rod 
temperatures, and (3) nodal power changes in the 3-D kinetics.  For heat slabs of all kinds (point, 
one-sided and two-sided), the maximum absolute change in the temperature Tw(s) for all “s” 
nodes in all slabs is used define the rate-of-change parameter 

n 1 n
w (s) w (s)

Tw
6

T T
max

R

+ −
 ζ =
 
 

 (8.2-81) 

Similarly, the maximum absolute change in fuel rod temperatures Tr(ik) considering all “ik” nodes 
in all fuel rod groups of all channels defines the rate-of-change parameter 

n 1 n
r r

Tr
7

T T
max

R

+ −
 ζ =
 
 

 (8.2-82) 

The rate-of-change criteria for the 3-D kinetics is a complex quantity that is defined as 
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[[ ]]   (8.2-83) 

[[   
   

 
  

   
   

   
 ]]   

The rate-of-change criterion is satisfied when all eight criteria satisfy: 

P Tv T Pa Tw Trmax( , , , , , , , ) 1.0α ℘ζ = ζ ζ ζ ζ ζ ζ ζ ζ <
�

 (8.2-84) 

The allowed rates-of-change R# for # = {1,…,8} are set by default in the code or can be changed 
by optional user input.  

8.2.4.3 Other Criteria 

TRACG also allows the time step size to be controlled by the material Courant number: 

i

v

x
t C min

max( v , v

 ∆
∆ < ⋅   

 �
 (8.2-85) 

where 
C = a user-specified multiplier 

Usually a large value for the multiplier C is used, such that this is not a limiting criterion.  
Finally, the user has the option to specify upper and lower bounds on the time step size: 

min maxt t t∆ < ∆ < ∆  (8.2-86) 

If the convergence and rate-of-change criteria cannot be satisfied using a time step size within 
these bounds, the calculations will abort. 

 

(
b
) 

(b) (7)(D)

(b) (7)(D)
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9.0 THREE-DIMENSIONAL NEUTRON KINETICS MODEL 

TRACG solves the three-dimensional (3-D) transient neutron diffusion equations using 
one neutron energy group and up to six delayed neutron precursors groups.  The basic 
formulation and assumptions are consistent with the GEH 3-D BWR Core Simulator[3],[20].  This 
same one-group formulation collapsed radially to one axial dimension is the basis for the NRC-
approved ODYN computer code[198].  The simplifying assumptions made in ODYN to yield a 
one-dimensional (1-D) transient kinetics model are not used in the TRACG three-dimensional 
(3-D) model.  Instead, neutron flux and delayed neutron precursor concentrations at every (i,j,k) 
node are integrated in time in response to moderator density, fuel temperature, boron 
concentration or control rod changes.  Exposure and xenon concentration distributions are 
assumed to be constant during the transient. 

Nomenclature 

 Item Description 

 A miscellaneous actinides 

 AP activation products 

 A∞ nodal parameter defined by Equation (9.1-18) 

 B2 geometric buckling 

 c neutron speed 

 C delayed neutron precursor concentration 

 CT Doppler coefficient 

 D diffusion coefficient 

 DN fission power 

 EX exposure 

 f decay heat fraction, 
dN

k
k 1

f f
=

=∑  

 f flux discontinuity factor 

 F fission products 

 G neutron capture effect “G-factor” defined by Equation (9.3-24) 

 H total heat 

 I power integral 

 J current 

 K multiplication constant 

 M2 migration area (D/Σ) 

 N total number of delayed neutron precursor groups 

 Nd number of decay heat groups 

 P fission power 
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Nomenclature 

 Item Description 

 q volumetric heat generation rate 

 Q energy release/fission 

 r spatial dimension 

 S source term 

 SI sprectral index 

 t time 

 T irradiation time 

 T moderator temperature 

 TF fuel temperature 

 U relative water density 

 v average neutron speed 

 v* effective neutron velocity 

 V volume 

 w spatial weighting function 

 x,y coordinates in the horizontal plane 

 z axial coordinate 

 Greek  

 β  delayed neutron precursor fraction, 
N

n
n 1=

β = β∑  

 Φ  neutron flux 
 fνΣ  fission neutron production cross–section 
 Γ  boundary condition 

 κ  inverse migration area 

 λ  decay constant 
 µ  initial effective multiplication factor 
 ρ moderator density 

 ρ reactivity 

 ζ flux discontinuity factor 

 ν neutrons/fission 

 Σ total removal cross–section, a sΣ = Σ + Σ
�
 

 aΣ  absorption cross–section 
 sΣ

�
 slowing cross–section 

 τ  neutron flux logarithmic time constant 
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Nomenclature 

 Item Description 

 Subscripts  

 1 neutron energy group 1 

 2 neutron energy group 2 

 3 neutron energy group 3 

 B10 boron-10 

 bl control blade 

 ch channel wall 

 d decay 

 dh decay heat 

 f fission; fuel 

 g neutron energy group 

 i generic 3-D node 

 j generic node j adjoining node i 

 j fuel rod j 

 ij between nodes i and j 

 k decay heat group 

 kij specific 3-D node 

 kn channel component n, axial cell k 

 lib fuel library 

 n delayed neutron precursor group 

 o reference value 

 p prompt 

 s surface 

 Xe xenon 

 ∞ infinite lattice 

 _ vector 

 Superscripts  

 Dop Doppler 

 m time step index 

 n time step index 

 r rated power 

 Xe xenon 
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Figure 9-1. X-Y-Z View of the Core 
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Figure 9-2. Node and Mesh Arrangement for a Given Bundle 

 
 

9.1 Model Formulation and Assumptions 

The mesh points are distributed within (the order of) one fast neutron mean free path, with 
each mesh point representing approximately a 6-inch cube.  The mesh spacing is assumed to be 
constant.  The cross sections and k∞

 s used within the physics model are derived from three-group 
cross sections obtained from a lattice physics code. 

The core is described in X-Y-Z geometry with the restriction that there is equal mesh spacing 
in the X-Y directions.  The x, y, z mesh is described by i, j, k nomenclature, respectively.  In the 
horizontal planes, each fuel assembly or flow channel is described by one mesh line at the center of 

REFLECTOR INTERFACE

∆z/2

k = KMAX

∆z/2

k = 2

∆z

k = 1

REFLECTOR INTERFACE

MESH POINTS AT
NODE CENTERS

∆y = ∆x

∆xj, y

i, x

k, z
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the fuel assembly.  Mesh line (1,1,k) is in the upper left corner of the horizontal planes as shown in 
Figure 9-1. 

Vertically, the first point where k=1 is z / 2∆  away from the bottom and the last point where 
k=KMAX is ∆z/2 from the top as shown in Figure 9-2.  The cross sections associated with the point 
(x,y,z) are defined to be the homogenized cross sections for the fuel, cladding, channel, interior 
water, exterior water, and (if applicable) control rods and/or burnable poison. 

9.1.1 Theory and Formulation of the Equations 

The 3-D neutron kinetics model used in TRACG04 is based on the implementation used in 
PANAC11.  The derivation for the PANAC11 three-dimensional kinetics model begins with the 
assumption that the three-group transient diffusion equations with “N” delayed neutron precursors 
are valid: 

3 N
1

1 1 1 1 fg g n n
g 1 n 11 o

1 (1 )
D C

v t = =

∂Φ − β
= ∇ • ∇Φ − Σ Φ + νΣ Φ + λ

∂ µ
∑ ∑  (9.1-1) 

2
2 2 2 2 s 1 1

2

1
D

v t

∂Φ
= ∇ • ∇Φ − Σ Φ + Σ Φ

∂
�

 (9.1-2) 

3
3 3 3 3 s 2 2

3

1
D

v t

∂Φ
= ∇ • ∇Φ − Σ Φ + Σ Φ

∂
�

 (9.1-3) 

3
n n

n n fg g
g 1o

C
C {n 1,..., N}

t =

∂ β
= − λ + νΣ Φ =

∂ µ
∑  (9.1-4) 

where  

 g ≡ neutron energy group, g =1, 2, or 3; 
 gΦ  ≡ neutron flux for energy group g; 

 gD  ≡ diffusion coefficient for energy group g; 

 gΣ  ≡ removal cross section for energy group g; 

 s gΣ
�

 ≡ slowing-down cross section for energy group g; 

 fgνΣ  ≡ fission neutron production cross section for energy group g; 

oµ  ≡ initial static effective multiplication factor; 

gv  ≡ average neutron speed in energy group g; 

nC  ≡ concentration of the nth delayed neutron precursor 

nλ  ≡ decay constant of the nth delayed neutron precursor 

nβ  ≡ delayed neutron fraction of the nth delayed neutron precursor 
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β  ≡ 
N

n
n 1=

β∑  = total delayed neutron fraction 

N  ≡ total number of precursors ( 6 ) 

In order to collapse these equations to a single energy group, the assumptions are made that 
the geometric bucklings of all groups are the same 

23 3 2 2 1 1

3 3 2 2 1 1

D D D
B

D D D

∇ • ∇Φ ∇ • ∇Φ ∇ • ∇Φ
≅ ≅ = −

Φ Φ Φ
 (9.1-5) 

and that the logarithmic time derivatives of all groups are the same 

3 2 1

3 2 1

1 1 1
τ

t t t

∂Φ ∂Φ ∂Φ
≅ ≅ ≡

Φ ∂ Φ ∂ Φ ∂
 (9.1-6) 

This latter assumption is equivalent to assuming that the neutron spectrum does not vary in 
time (unless the neutron cross sections change, in which case the spectrum is assumed to vary 
instantaneously). 

For convenience, the following definitions are made: 

3

fg g 1 1
g 1

K /
=

≡ νΣ Φ Σ Φ∑  (9.1-7) 

n
n

C
C

t

• ∂
≡

∂
 (9.1-8) 

g2
g

g

D
M =

Σ
 (9.1-9)  

Dividing Equations (9.1-1) through (9.1-4) by the group removal cross sections and making 
use of the assumptions and definitions 

N N

n n n
2 2 2 2n 1 n 1
1 1

1 1 o 1 1 o 1 1

C C
(1 ) K

M B 1 K M B 1
v

•

= =

λ
τ −β

= − − + + = − − + −
Σ µ Σ Φ µ Σ Φ

∑ ∑
 (9.1-10) 

2 2 s 1 1
2

2 2 2 2

M B 1
v

Σ Φτ
= − +

Σ Σ Φ
�  (9.1-11) 

2 2 s 2 2
3

3 3 3 3

M B 1
v

Σ Φτ
= − +

Σ Σ Φ
�  (9.1-12) 



NEDO-32176, REVISION 4 
 

THREE-DIMENSIONAL NEUTRON KINETICS MODEL 9.1 - Model Formulation and Assumptions 9-8 

n 1 1
n n n

o

C C K
• β Σ Φ

= − λ +
µ

 (9.1-13) 

The flux ratios can now be eliminated from the group flux equations.  Using the definition of 
“K” and eliminating the second and third group flux ratios from the fast group 

s 1 2
f1 f 2 N

2 2
2 n

2 22 2 n 1
1

s 2 3 s 1 21 1 o 1 1 1
f 3

2 2 2 2
3 2

3 3 2 2

/

1 M B C
v1

1 M B
/ /v

1 M B 1 M B
v v

•

=

Σ Σ 
νΣ + νΣ τ

+ + 
Στ  + = − Σ Σ Σ ΣΣ µ Σ Σ Φ

+ νΣ ⋅ 
τ τ + + + +

 Σ Σ 

∑

�

� �

 (9.1-14) 

Multiplying through by the denominators of the terms in brackets [...] results in an equation 

which is impractical to solve since it involves powers and cross products of 2B , τ , and nC .
•

 The 
equation must therefore be linearized by assuming that the terms involving these powers and cross 
products are small and may be neglected: 

2 2 2 2
1 2 3

1 1 2 2 3 3

s 1 s 2 s 1
f1 f 2 f 3

N2 3 2

n

2 2 2 n 1
f1 2 3

o 1 2 2 3 3 1 1

2 2s 1
f 2 3

2 3 3

1 1 1
1 (M M M ) B

v v v

C
1 1 1

(M M )B
v v

1
M B

v

•

=

 
+ + + + + + τ 

Σ Σ Σ 

 Σ Σ Σ
νΣ + νΣ + νΣ 

Σ Σ Σ 
    + νΣ + + + τ −   µ Σ Σ Σ Σ Φ   
  Σ

+ νΣ + τ  
Σ Σ  

∑

� � �

�

�

 (9.1-15) 

Introduce the following definitions: 
2 2 2 2

1 2 3M M M M≡ + +  (9.1-16) 

s 1 s 2 s 1
f1 f 2 f 3 1

2 3 2

K /∞

 Σ Σ Σ
≡ νΣ + νΣ + νΣ Σ 

Σ Σ Σ 

� � �  (9.1-17) 

2 2 2s 1f1 f 2
2 3 3

1 1 2

A (M M ) M∞

ΣνΣ νΣ
≡ + +

Σ Σ Σ
�  (9.1-18) 

1

1 1

1 2 2 3 3

1
v

v v v

−
 Σ Σ

≡ + + 
Σ Σ 

 (9.1-19) 
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1

s 1
f1 f 2

2 2 3 3 2 3 3

1 1 1
c

v v v

−
   Σ

≡ νΣ + + νΣ  
Σ Σ Σ Σ  

�  (9.1-20) 

1

o

1 1
v*

v c

−
 

≡ − 
µ 

 (9.1-21) 

Apply these definitions in Equation (9.1-15) to rewrite the collapsed one group, transient diffusion 
equation as: 

N

n

2 2 n 1
o *

1 o 1 1

C
K1

1 (M A / ) B
v

•

∞ =
∞+ − µ + τ = −

Σ µ Σ Φ

∑
 (9.1-22) 

Equation (9.1-10) for the first energy group is used to eliminate the last term involving the 
precursors on the right hand side of Equation (9.1-22) to produce the following expression for K: 

2 2 2 o
o 1 *

1 1

1 1
K K (A (M M )) B

v v∞ ∞

 µ
= + + µ − + − τ 

Σ  
 (9.1-23) 

Using this expression allows the neutron precursor equations to be written as 

2 2 2 on 1 1
n n n o 1 *

o 1 1

1 1
C C K (A (M M )) B

v v

•

∞ ∞

  µβ Σ Φ
= − λ + + + µ − + − τ   µ Σ   

 (9.1-24) 

Equations (9.1-22) and (9.1-24) can be simplified further by assuming that the transient term 
involving τ  is negligible.  This assumption is justified provided that 

o
*

1 1

1 1
K 1

v v

 µ
− τ ≈ 

Σ  
�  (9.1-25) 

This criterion is quantified by choosing an acceptable error in the value of K to be ± ε  and then 
solving to obtain the following criteria for τ : 

*
1

*

o
1

v

v
1

v

ε Σ
τ ≤

 
µ − 
 

 (9.1-26) 

The fact that *
1v v>  has been applied to recast the quantity on the right side of the equation so that it 

is always positive for a positive value of ε .  It is helpful to assume o 1µ ≈  and consider as an 

example a typical fuel bundle at an exposure of 5.0 GWd/T and 40% voids where the nuclear 
parameters of interest have the following representative values: 
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1Σ  = 0.0298 cm-1 

1v  = 5.8744 x 108 cm/sec 

2v  = 5.9854 x 106 cm/sec 

3v  = 1.6365 x 106 cm/sec 

v  = 2.4006 x 106 cm/sec 

c  = 1.2720 x 107 cm/sec 

*v =  2.96 x 106 cm/sec 

As confirmed by this example, *
1v v>>  as will always be the case for a thermal reactor.  Therefore, 

the criterion in Equation (9.1-26) can be simplified to 

*
* -11

1*

o
1

v
v 88sec

v
1

v

εΣ
τ ≤ ≈ εΣ ≈

 
µ − 
 

 (9.1-27) 

where the numerical value is obtained using 0.001ε =  and the representative values indicated above.  
The definition of τ  in Equation (9.1-6) corresponds to the relative rate of change in the neutron 
fluxes.  Thus it is clear that a value of τ  larger than that which would result in an error in “K” 
greater than ε  could only occur for a  very short period. Such conditions if they occur at all in 
TRACG applications will be short-lived because of the strong nuclear feedback mechanisms 
inherent in a BWR.  Thus it is a reasonable to neglect the term involving τ  in the expression for “K’ 
in Equation (9.1-23) and simplify the expression to 

2 2 2
o 1K K (A (M M )) B∞ ∞= + + µ −  (9.1-28) 

Now substitute this simplified expression into Equation (9.1-13) to simplify Equation (9.1-24) to 

2 2 2n 1 1
n n n o 1

o

C C K (A (M M )) B
•

∞ ∞

β Σ Φ
 = − λ + + + µ − µ

 (9.1-29) 

This is the final form for the expression describing the neutron precursor concentrations.  The final 
form for the flux equation is obtained by rearranging Equation (9.1-22) to produce 

N

n

2 2 n 1
o

1 o 1 1

C
K1

(M A / ) B 1
v*

•

∞ =
∞τ = − − µ − + −

Σ µ Σ Φ

∑
 (9.1-30) 

In differential notation, Equations (9.1-30) and (9.1-29) are respectively 
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N
2 n

1 o 1 1 1
n 11 o

K C1 1
(M A / ) D 1

v* t D t
∞

∞
=

  ∂∂Φ
= Σ − µ ∇ • ∇Φ + Σ − Φ − 

∂ µ ∂ 
∑  (9.1-31) 

2 2n n 1 1
n n o 1 1

o 1

C 1
C K (A (M M )) D

t D∞ ∞

  ∂ β Σ Φ
= − λ + + + µ − ⋅ − ∇ • ∇Φ  

∂ µ Φ  
 (9.1-32) 

As in the steady state case, the macroscopic parameters in Equations (9.1-31) and (9.1-32) 
are evaluated by the lattice physics methods[3],[20]. 

9.1.2 Transient Flux and Power Calculation 

The transient model is obtained by integrating Equations (9.1-31) and (9.1-32) in space and 
time.  The spatial integration, which is performed first, assumes that the fast flux varies in a piece-
wise linear fashion from each surface of the node to the center as shown in Figure 9-1.  Additionally, 
the flux is allowed to be discontinuous at the surface as follows. 

In one dimension, a piecewise linear flux expansion is made: 

( )
( )

( )

i
i si i i i

i
i si i i i

(x x )
, x x x x / 2

x / 2x
(x x )

, x x / 2 x x
x / 2

+

−

−
φ + φ − φ ≤ ≤ + ∆ ∆

Φ = 
−φ − φ − φ − ∆ ≤ ≤

 ∆

 (9.1-33) 

where the surface fluxes are discontinuous: 

i si i 1 si 1 i si i 1 si 1f f f f+ + − − − − + +

+ + − −φ = φ φ = φ  (9.1-34), (9.1-35) 

 

 

xi xi+1 

si
−φ

iφ

si
+φ

si 1
−

+φ  

i 1+φ  

si 1
+

+φ

 

Figure 9-3. Piecewise-Linear Flux Variation 
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The surface fluxes are eliminated from these equations by requiring continuous current at the nodal 
interfaces: 
 

i

i i 1

s i i 1
x x x / 2 x x x / 2

J D D
x x

+

+

= +∆ = −∆

∂φ ∂φ
= − = −

∂ ∂
  (9.1-36) 

The derivatives are approximated by finite differences. 

si i i 1 si 1
i i 1

( ) ( )
D D

x / 2 x / 2

+ −

+ +
+

φ − φ φ − φ
− = −

∆ ∆
 (9.1-37) 

Solving for the surface fluxes: 

 

i i i 1 i 1 i i i 1 i 1
si si

i i
i i 1 i i 1

i 1 i 1

D D D D

f f
D D D D

f f

+ −+ + − −
+ −

+ −− +
+ −

φ + φ φ + φ
φ = φ =

+ +

 (9.1-38), (9.1-39) 

The following definitions are useful. 

i

i

i i i
i

flux at the center of node i;

V volume of node i

1
V dV nodal average flux.

V

φ ≡

∆ ≡

φ ≡ ∆ φ =
∆ ∫

 

Integrating Equations (9.1-31) and (9.1-32) over ∆Vi and dividing by ∆Vi: 

( ) ( ) ( )
N

ij2i ni
1i i i 0 j j,i i i, j 1i i 0 12

j n 1ij i

D C1
M A / K / 1  

v* t h D t∞ ∞
=

∂φ ∂
= Σ − µ φ ζ − φ ζ + Σ µ − φ −

∂ ∂
∑ ∑  (9.1-40) 

ni ni
n ni 1i i i

0

C
C K

t

∂ β
= −λ + Σ φ

∂ µ
 (9.1-41) 

where the nodal coupling parameter Dij is defined as: 

i j

i j j i

ij
i j

i j j i

2D D
i j

D f D f
D

2D D
i j

D f D f

+ −

− +


>

+
≡ 
 <
 +

 (9.1-42) 
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and i, jζ   is defined as: 

i
i, j

i

f i j

f i j

+

−

 <
ζ ≡ 

>
 (9.1-43)  

The nodal average flux, which is obtained by integrating the piecewise linear flux over the 
nodal volume and employing net current continuity conditions at the node surface, is 

( )ij
i i j j,i i i, j

j i

D1
.

8 D
φ = φ + φ ζ − φ ζ∑  (9.1-44) 

The boundary conditions at the core/reflector interface are of the “mixed” type: 

( ) ( )s s sˆDn r r 0, r core boundary•∇φ + Γφ = ∈   (9.1-45) 

Applying a finite difference approximation for the gradient of the flux and solving for Γ: 

( )
( )

( )
( )

r sr
r r sr

sr

r

sr r
r r sr

sr

D
x / 2

D

D
x / 2

φ − φ
− φ > φ

φ ∆∇φ 
Γ = − ≅ 

φ φ − φ− φ < φ
 φ ∆

.  (9.1-46) 

Arbitrarily setting φr to zero and solving for the reflector diffusion coefficient: 

j

x
D

2

Γ∆
=  (9.1-47) 

The value of Γ used in this model is synthesized from the reflector cross sections.  A single set of 
reflector cross sections that vary linearly with the relative water density of the top fuel node may be 
provided via the wrapup file. 

The integration in time assumes that the neutron precursor concentrations vary linearly from 
the beginning of the time step until the end.  The flux on the other hand, is assumed to rise 
instantaneously to its final value at the beginning of the time step.  This results in equations, which 
are fully implicit with respect to the flux, and guarantees the stability of the solution. 

The following definitions are made: 

m m m-1

m
i

m
i

m
ni

t t  - t  =  time step m;

flux at the center of the node i after time step m;

average flux at node i after time step m; and

C average precursor concentration at node i after time step m.

∆ ≡

φ ≡

φ ≡

≡
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Using these definitions and assumptions, Equations (9.1-40) and (9.1-41) are integrated over 
time step m and divided by mt∆ resulting in: 

( ) ( ) ( )

( ) ( )

ijm m 1 2 m m
i i 1i i i 0 j j,i i i, jm 2

j ij i

N
m m m m 1

1i i 0 i ni nim
n 1

D1
M A /

v* t h D

1
K / 1 C C

t

−

∞

−

∞
=

φ − φ = Σ − µ φ ζ − φ ζ
∆

+Σ µ − φ − −
∆

∑

∑
 (9.1-48) 

( ) ( )m m 1 m m 1 m mn ni
ni ni ni ni 1i i im

0

1
C C C C K

t 2
− −λ β

− = − + + Σ φ
∆ µ

 (9.1-49) 

where: 

( )( ) ( )ijm m 2 2 m m
i i i 0 1i i j j,i i i, jm 2

ji ij i

D1
K K A M M .

h D∞ ∞

 
= + + µ − − φ ζ − φ ζ  φ 

∑  (9.1-50) 

The precursor equation is solved for the precursor density after the time step: 

m m 1 m mn ni n
ni ni 1i i im m

0

1 1
C C K / .

t 2 t 2
− λ β λ   

= − + Σ φ +    ∆ µ ∆    
 (9.1-51) 

Substituting this expression into the flux Equation (9.1-48) and using the definitions of β* 
and *2

iM , the neutron flux model can be cast into the following form: 

( )ij m m *2 m m
j j,i i i, j i i i2

j ij i

D
B S ;

h D
φ ζ − φ ζ + φ =∑  (9.1-52) 

( )*
i*2 m *2

i i im
0 1i

1 1
B K 1 / M

v* t∞

 − β
 ≡ − −

µ Σ ∆  

 (9.1-53) 

N
* ni
i m

n 1 n1 t / 2=

β
β ≡

+ ∆ λ
∑  (9.1-54) 

( )( )*2 * 2 * 2
i i i i 0 i 1iM 1 M A / M∞≡ −β − µ + β  (9.1-55) 

and 

( )
m 1N

m m 1 *2n ni
i i 1i im m

n 1 n

C 1
S / M .

1 t / 2 v* t

−
−

=

 λ
≡ − + φ Σ 

+ ∆ λ ∆ 
∑  (9.1-56) 
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Equation (9.1-44) becomes: 

( )ijm m m m
i i j j,i i i, j

j i

D1
.

8 D
φ = φ + φ ζ − φ ζ∑  (9.1-57) 

The equation for m
iK  can be simplified: 

( )( )( )m 2 2 *2 m m
i i i 0 1i i i i iK K A M M B S / .∞ ∞= + + µ − − φ  (9.1-58) 

The iteration procedures used to solve for the neutron flux given the source term for a given 
time step are the same as the procedures used for the “inner” iteration portion of the steady-state 
eigenvalue problem. 

The un-normalized average nodal power is calculated as follows: 

i

3
gii fg g i fgiV

g gi

1
P d r (r)

V ∆
= ε Σ Φ = ε Σ φ

∆
∑ ∑∫  (9.1-59) 

where εi is a conversion factor relating fissions to energy.  

The epi-thermal flux is estimated from the infinite lattice flux ratio: 

sl12 2

1 1 2

∞

∞

ΣΦ Φ
= =

Φ Φ Σ
 (9.1-60) 

The thermal flux estimation starts with the thermal group equation: 

3 3 3 3 s 2 2D (r) (r) (r)−∇ • ∇φ + Σ φ = Σ φ
�

 (9.1-61) 

Integrating over the volume of the node: 

3 3 3 s 2 2

1 1 1
J dV dV dV

V V V
∇ + Σ φ = Σ φ∫∫∫ ∫∫∫ ∫∫∫ �

  (9.1-62) 

Transforming to a surface integral using Gauss’s Theorem: 

3 3 3 s 2 2

S

1
ˆJ ndA

V
⋅ + Σ Φ = Σ Φ∫∫ �

  (9.1-63) 

The surface integral term is simply a sum of the surface currents times surface areas: 

n n
3 3 2 n

1 2 1 3 1

J S

V

∞

∞

Φ Φ Φ
= −

Φ Φ Φ Σ Φ

∑
  (9.1-64) 
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where “Sn” is the surface area of node face “n”. 

The thermal flux estimate is simplified to: 

n n
3 3 n

1 1 3 1

J S

V

∞

∞

Φ Φ
= −

Φ Φ Σ Φ

∑
  (9.1-65) 

The surface currents can be approximated from one-dimensional analytical solutions. 

The thermal diffusion equations for this node and an adjacent node are: 

3 3 3 3 s 2 2D (r) (r) (r) 0 x 0∇ • ∇φ − Σ φ + Σ φ = <
�

 (9.1-66) 

3n 3n 3n 3n s 2n 2nD (r) (r) (r) 0 x 0∇ • ∇φ − Σ φ + Σ φ = >
�

 (9.1-67) 

where the subscript “n” denotes the adjacent node corresponding to face “n”. 

Assuming uniform slowing down sources the equations may be expressed as: 

( )

( )

2
3

3 3 32

2
3n

3n 3n 3n n2

d
D x S 0 x 0

dx

d
D x S 0 x 0

dx

Φ
− Σ Φ + = <

Φ
− Σ Φ + = >

 (9.1-68) 

where the source terms are defined as: 

sl2 2 n sl2n 2nS S= Σ Φ = Σ Φ   (9.1-69), (9.1-70) 

The boundary conditions can be expressed as: 

sl2 2 sl2n 2n
3 3 3n 3n

3 3n

( ) ( )∞ ∞Σ Φ Σ Φ
Φ −∞ = Φ = Φ +∞ = Φ =

Σ Σ
 (9.1-71), (9.1-72) 
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xi xi+1 

φ3
∞

 

φ3 
φ 3n

φ3n
∞

x = 0  

Figure 9-4. Thermal Flux Variation Within and Between Nodes 

 

The interface conditions illustrated in Figure 9-4 can be expressed as: 

3 3n
3 3n

x 0 x 0

3 3 3n 3n

d d
D D continuous current

dx dx

f (x 0) f (x 0) discontinuous flux

= =

±

Φ Φ
− = −

Φ = = Φ =∓

  (9.1-73) 

Dropping the subscript “3”, the general solutions are : 

x x

x x n
n n n

n

S
(x) Ae Be x 0

S
(x) A e B e x 0

−κ + κ

−κ + κ

Φ = + + <
Σ

Φ = + + >
Σ

  (9.1-74) 

where “kappa” is defined as the inverse migration area: 

2 2 n
n2 2

n n

1 1

M D M D

ΣΣ
κ ≡ = κ ≡ =  (9.1-75) 

The interface currents are expressed as: 

n
x 0

d
J D D (A B)

dx =

Φ
= − = κ −   (9.1-76) 
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Applying the boundary and interface conditions the “B” coefficient is found and the thermal  
interface currents are: 

n
n

n
n

n

n n

SS
f f

J D B
ff

D D

±

±

 
− 

Σ Σ = − κ =
 

+ 
κ κ 

∓

∓
 (9.1-77) 

These interface currents are used to calculate the thermal flux estimate of Equation (9.1-65) 
which is needed in the nodal power calculation, Equation (9.1-59). 

9.1.3 Overall Calculational Process 

A step-by-step description of the calculational logic is as follows: 

1. Obtain the initial static flux, void, fuel temperature (Doppler), exposure and xenon 
distribution from a converged PANACEA case.  The converged case should be either a 
POWER (NITER=0) case or COLD (NITER=4) case. 

2. Calculate steady-state nodal delayed neutron precursor concentrations. 

3. Increment time by ∆t and calculate TRACG thermal hydraulic response. 

4. Update the void and fuel temperature distribution based on the TRACG thermal hydraulic 
calculation.   

5. Move control rods consistent with new time. 

6. Determine nuclear cross sections given the current control rod pattern and thermal hydraulic 
conditions.  Determine source distribution given previous time step flux distributions and 
delayed neutron precursor concentrations. 

7. Solve time step dependent neutron diffusion equation at this time step using the same 
procedures used for the “inner” iteration portion of the steady-state eigenvalue problem. 

8. Solve delayed neutron precursor equations at this time step.  

9. Determine the nodal powers at time step. 

10. Calculate decay heat calculation to determine power for thermal hydraulic calculation. 

11. Return to 3 to continue transient. 

9.2 Nuclear Parameters 

The nuclear parameters required for the 3-D kinetics model are obtained from detailed X–Y 
physics calculations performed for lattice cells (fuel types) normally consisting of one fuel bundle 
and its surrounding water.  These multi-group calculations produce three-group cross sections 
homogenized over the lattice cell.  The data are represented by polynomial fits for each fuel type.  
The nuclear parameters include the diffusion coefficient, absorption cross section, slowing-down 
cross section, fission cross section, υfission cross section and flux discontinuity factors for the fast, 
epi-thermal and thermal energy groups and the delayed neutron fraction. 

In the solution of the coarse mesh nodal approximation of the one-group diffusion theory 
model, void, exposure, and fuel type conditions of a node in three-dimensional space are used in the 
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fits to determine nuclear properties for that node.  In this way, void feedback, burn-up effects and 
heterogeneous fuel loading are taken into account. 

Void dependence is represented by the ratio of cell average water density relative to the 
reference water density used in the lattice cell calculation.  This ratio is given by: 

o

U = 
ρ

ρ
 (9.2-1) 

Every node in three-dimensional space has a value of U at a given operating point during 
burn-up of the core, where U is an instantaneous relative moderator density.  By averaging U with 
respect to exposure of the node E, history-dependent relative moderator density is defined as: 

UdE
UH = 

dE

∫
∫

 (9.2-2) 

Local U, UH, and E conditions determine nuclear properties of a node according to 
correlations of the lattice cell physics calculations.  For each fuel type, the nuclear parameters are 
dependent upon U, UH, and E. 

The detailed lattice cell calculations are performed with the control rod in or out.  Therefore, 
nuclear parameters are obtained for each fuel type at several void and exposure conditions, for both 
controlled and uncontrolled conditions.  In the three-dimensional diffusion theory solution, the 
control rod configuration is accounted for by using controlled or uncontrolled data for each node.  If 
a control rod is only partially inserted into a node, linear averaged nuclear data are used.  For each 
fuel type, the nuclear parameters are control dependent.   

The nodal K-infinity ( K∞ ) is calculated with thermal removal corrections to account for the 

impact of xenon, Doppler and boron effects.  Xenon and boron corrections are made directly to the 
removal cross section.  [[  

  

  

 

  

  
 

(b) (7)(D)

(b) (7)(D)
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 ]] 

Xenon is a fission product that acts as a strong absorber of thermal neutrons.  It is produced 
directly from fission and indirectly by decay of iodine.  The xenon poisoning effect is accounted for 
by adjusting the thermal removal cross section at each node of the form: 

Xe noXe
3 3 Xe XeNΣ = Σ + σ   (9.2-8) 

 

where NXe is the xenon number density and σXe is the microscopic absorption cross section which are 
part of the PANACEA database. 

Fuel temperature (TF) affects resonance absorption in uranium and plutonium (the Doppler 
effect).  This is accounted for by making a Doppler reactivity correction of k∞ at each node of the 
form: 

Dop
T o = C  TF - TF ρ    (9.2-9) 

where TFo represents base fuel temperature and the Doppler coefficient CT is dependent upon 

exposure and U for each fuel type.  It is determined by lattice cell physics calculations performed 
parametrically as a function of fuel temperature. 

[[    
 

]]  (9.2-10) 

The effect of introducing liquid boron is accounted for by adjusting the absorption cross 
section for the thermal group as described in Section 9.5. The adjustment of the thermal removal 
cross section at each node of the form: 

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(
b
) 
(
7
)
(
D
)

(b) (7)(D)
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Corrected Dop
3 3 B10 B10NΣ = Σ + σ  (9.2-11) 

Once all the reactivity corrections are incorporated in this fashion, the nodal K∞  is 

recalculated using Equation (9.2-3)  with the corrected thermal group cross section, Corrected
3Σ . 

9.3 Decay Heat Model 

The decay heat model for TRACG02 that is described in NEDE-32176P, Revision 1 and 2 
has been enhanced to add the 1979[21] and 1994[22] ANS decay heat models. 

9.3.1 Decay Heat Integration 

The decay heat model calculates the delayed component of the volumetric heat generation 
rate in the fuel.  A time integral relation links the fission rate to the decay heat.  Nodal power history 
is accounted for in TRACG by using the power calculated from the 3-D neutron kinetics model.  
TRACG04 allows for a variable number ( dN ) of exponential decay heat groups to fit the decay 

power curve.  The decay heat model described in this section is used with the 3-D neutron kinetics 
model for transient simulation and optionally may be used for other applications where the 3-D 
neutron kinetics model is not activated.  For example, these models can be applied for LOCA 
applications, or optionally, the power due to decay heat can be input in tabular form as a function of 
time. 

The total volumetric heat generation rate in the fuel at axial location “z” and time “t” can be 
expressed as: 

p dq(z, t) q (z, t) q (z, t)= +  (9.3-1) 

where qp is the prompt power 

pq (z, t) (1 f )P(z, t)= −  (9.3-2) 

and “f” is the sum of the decay heat group fractions, fk.  

The decay power, qd, consists of several components with different time constants (by 

dividing the continuous spectrum of fission product decay into dN  groups): 

dN

d d,k
k=1

q  (z,t) = q  ∑  (9.3-3) 

The individual decay power terms can be related to the total fission power by: 
t

d,k k k
-

q  (z,t) = f  P (z,t') K  (t'  t) dt'
∞

→∫  (9.3-4) 

Here, Kk (t’ → t) is the fraction of the decay power released at t due to fission occurring at 

time t’.  An exponential form has been chosen in TRACG: 

( ) ( )k t t '
k kK t ' t e−λ −

→ = λ  (9.3-5) 
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Substituting Equation (9.3-5) into Equation (9.3-4) yields: 

k
t - (t t ')

d,k k k
-

q  (z,t) =  f   P (z,t') e  dt'
λ −

∞
λ∫  (9.3-6) 

k k
t- t t '

k k
-

=f   e  P (z,t') e  dt'
λ λ

∞
λ ∫   

The integration is carried out numerically.  For the time step tn+1, after separating the time 

interval into two parts (-∞, tn ) and (tn, tn+1), Equation (9.3-6) becomes: 
n+1

k- tn+1
d,k k kq  (z,t ) = f   e λλ  (9.3-7) 

n
n+1

k k

n

t tt' t'

t-
 P(z,t') e  dt' +  P (z,t') e  dt'λ λ

∞

 
  ∫ ∫   
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k k k,j k,n+1
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= f   e   I  + Iλ

∞

 
λ  

 
∑   

n+1
k k- t - tn

d,k k k k,n+1= q (z,t )e + f   e  Iλ ∆ λλ   

 

where 
j

k

j-1

t t' n+1 n
k,j t

I  =  P (z,t') e  dt'   and   t=t tλ ∆ −∫  (9.3-8) 

In TRACG, the fission power is assumed to be a linear function of time between tj-1 and tj in 
the evaluation of Ik,j, i.e., 

j-1 j
j j-1

j j-1 j j-1

t' - t t  - t'
P (z,t') = P (z,t )  + P (z,t ) 

t  - t t  - t
 (9.3-9) 

j
j

j j-1

t' - t
= P (z,t )  + P 

t  - t
∆  

where 

j j-1  P=P(z,t ) P(z,t )∆ −  (9.3-10) 

Substitution of Equation (9.3-9) into Equation (9.3-8) yields: 
n+1

k

k

t
- ∆tn

k,n+1
k k

e ∆P
I  =  (P(z,t )- )(1-e )+∆P

∆t

λ
λ 

 
λ λ 

 (9.3-11) 
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Substitution of Equation (9.3-11) into Equation (9.3-7) yields: 

k k- t - tn+1 n n
d,k d,k k k

k

P
q (z,t )= q (z,t )e + f  (P - ) (1-e )  f P

t
λ ∆ λ ∆∆

+ ∆
λ ∆

 (9.3-12)  

Note that at each time step, in order to calculate qd, the value of the current step Ik,n+1 has to 

be evaluated; whereas, Ik,n has already been obtained from the previous step calculation.  Therefore, 
there is no need to store the nodal power history. 

9.3.2 Decay Heat Model Inputs 

The values for up to 93 decay heat fractions and time constants, fk and λk, in Equations 
(9.3-6) and (9.3-7) can be provided as user input.  For consistency with earlier versions of TRACG, 
the values for 5 decay heat groups determined from the May-Witt decay power curves are available 
as default values.  The default values are as follows: 

λ1 = 5.4477E-5 (1/s) f1 = 0.020518 

λ2 = 2.27E-3 (1/s) f2 = 0.020948 

λ3 = 3.1658E-2 (1/s) f3 = 0.016756 

λ4 = 1.1928E-1 (1/s) f4 = 0.0068814 

λ5 = 1.697  (1/s) f5 = 0.011494 

In the time period from 0 to 1000 seconds after shutdown, the May-Witt decay heat model produces 
values that are about 15% higher than the experimental mean or from 6% to 12% above even the 2-
sigma upper bound suggested by the data (see  pages 2-1 and 4-31 of Reference [205]). 

In addition to specifying the decay heat group constants through input, the User may select 
from one of the available ANS standards models built into TRACG. The user may select either the 
1979[21] or 1994[22] ANS standard to generate decay heat input for the TRACG transient model.  The 
details of the ANS models are provided below. 

9.3.3 ANS Decay Heat Models 

The ANS standards model the total decay heat as the sum of the contributions from fission 
products ( fiFi), major Actinides (F239U and F239Np), miscellaneous Actinides (A), structural activation 
products (AP) and fission power (DN): 

239 239

4

i i U Np
i 1

DN

H(t,T) G(t) f F (t,T) F (t,T) F (t,T) Q

A(t,T) AP(t,T) f DN(t)
=

 
= ⋅ ⋅ + + 
 

+ + + ⋅

∑  (9.3-13) 

where “t” is the cooling time, “T” is the irradiation time, “ if ” are the fission fractions and “Q” the 

energy release per fission.  In Equation (9.3-13), “fDN” is a normalization constant that forces H(0,T) 
→ 1.0. Exposure of the fission products to a neutron flux in a nuclear reactor increases the decay 
heat due to the neutron capture effect (NCE).  The ANS standard models the NCE by a “G-factor” 
that is indicated in Equation (9.3-13) by “G(t)”.  The G-factor is the ratio of the decay heat from 
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fission products exposed to a finite neutron flux to the decay heat from fission products in a zero flux 
environment. 

The fission fractions for 238U and 239Pu as function of exposure, EX (GWd/ST), are 
calculated using the fits provided in Equations (3-39) through (3-42) of Reference [203]. 

235U: f1 = 1-f2-f3-f4 (9.3-14) 

238U: f2 = 7.52541E-02+EX*(2.57466E-04+EX*9.51169E-06) (9.3-15) 

239Pu: f3 = EX*(1+EX*(4.38985E-02+EX*(-3.34992E-04)))/(14.168+EX*2.51999)  (9.3-16) 

241Pu: f4 = 0 (9.3-17) 

The fission fraction values given above are representative values for BWR fuel.  The 
standard deviations in the values of f2 and f3 for different fuel types are less than ±0.04.  The RMS 
fitting errors that are quoted in Reference [203] are negligible by comparison.  The variations in the 
fission fractions for different fuel types will translate into an estimated RMS error in the value of the 
decay heat of less than ±0.3% which is more than an order of magnitude smaller than the 
measurment errors of the data on which the ANS standard is based. 

It is reasonable for the TRACG default model to assume a value of f4=0 because 
contributions from 241Pu only become important for exposures above about 45 GWd/MT whereas 
the TRACG applications of interest occur below about 30 GWd/MT.  This is also a conservative 
assumption since the energy per fission for 241Pu is higher than for 239Pu so that fission energy is 
underestimated and the decay heat fraction is overestimated when 241Pu is lumped with 239Pu.    

The energy release per fission are weighted according to the fission fractions using the 
recommended MeV/fission values from Table 2-11 of Reference [203].  

 Q = f1*201.8 + f2*205.4 + f3*210.3 + f4*212.8 (9.3-18) 

The calculation of decay heat during the cooling time, t, is described in Section 9.3.1.  The 
ANS standard is used to determine the initial conditions for the calculation.  The appropriate decay 
heat fractions and time constants at t=0 will be used in the TRACG transient decay heat model.  

The components of decay heat as they are modeled according to the ANS standard are 
described in the following sections. 

9.3.3.1 Irradiation Period 

In the simplest case, a decay heat evaluation is required for a single irradiation period during 
which the power level, “P”, remains constant over the irradiation period, “T” (seconds): 
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where t (seconds) is the time after shutdown or cooling time.  An example of this type of case is the 
decay heat for a full core at the end of an equilibrium cycle.   

Complicated power histories may be evaluated using the histogram method.  In this method, 
the power as a function of irradiation time is subdivided into a number of steps or histograms.  There 
is no particular limit on the number of histograms, but in general, one per cycle should be sufficient.  
As an example, the following figure illustrates a three histogram case in which each histogram 
represents one cycle of operation: 

 

The total decay heat at shut down is determined by superposition of the decay heat produced 
by each histogram separately: 

N N

n l n
n 1 l n 1

H(t) P H(t T ,T )
= = +

= ⋅ +∑ ∑  (9.3-19) 

where “N” is the total number of irradiation periods and “Pn” is the reactor power during period “n”. 

The irradiation period specification is provided as user input to TRACG.  If it is not 
specified, the irradiation power level is the steady state power and the core exposure is converted to 
irradiation time assuming 10GWd/MT per year. 

9.3.3.2 Fission Product Decay Heat 

There are four fissionable isotopes considered by the 1994 ANS standard:  235U, 239Pu, 238U 
and 241Pu.  Fissions in other isotopes are included with 235U.  This is conservative since fissions in 
235U produce the most heat.  Data for the 1979 standard do not include 241Pu.  Therefore, fissions in 
241Pu are included with 235U in that standard. 

The fission product decay heat for isotope i is: 

t 

P 

0 -T

t 

P 

0 -(T2+T3) -T3 -(T1+T2+T3) 
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( )ij ij

23
t Tij

i
j 1 ij

F (t,T) e 1 e−λ −λ

=

α
= −

λ
∑  MeV/fission (9.3-20) 

where the decay constants λij and the amplitudes αij are specified by the ANS Standard.  The 
values at t=0 will be used in the TRACG model.  There will be 92 (4*23) decay heat groups for the 
ANS 1994 standard and 69 (3*23) groups for the ANS 1979 standard. 

9.3.3.3 Major Actinide Decay Heat 

The major Actinides, 239U and 239Np, are evaluated from the following analytical 
expressions: 

( )239 239U U
239 239

T t

U U
F (t,T) E R 1 e e

−λ −λ
= −  (9.3-21) 

( )

( )

239 239 239Np Np

239 239

239 239

239
239 239U U

239 239

T t
U

U Np

Np Np
T tNp

U Np

1 e e

F (t,T) E R

1 e e

−λ −λ

−λ −λ

λ 
− 

λ − λ 
=  λ

 − −
 λ − λ
 

 (9.3-22) 

where the decay constants, 239 U
λ  and 239 Np

λ , and the recoverable energies, 239 U
E  and 239 Np

E , are 

provided by the Standard.  The ratio of captures in 238U to total fissions is denoted as “R”.  [[  
 

 

 ]]   (9.3-23) 

The decay heat from the major actinides is assumed to remain constant throughout the 
TRACG transient evaluation.  This is achieved by summing Equations (9.3-21) and (9.3-22) to 
define an additional decay heat group and then approximating the yield for this group by setting t=0 

so that 239 U
t

e 1.0
−λ

=  and 
239 Np

t
e 1.0

−λ

= .  

9.3.3.4 Neutron Capture Effect (NCE) 

The fission product tables and exponential fits in the ANS standards are based on “pulse” 
data and calculations.  These assume that the fission products are not exposed to a significant 
neutron flux.  In a reactor, of course, this is not the case and the fission products are exposed to a 
finite flux.  This leads to neutron captures that have the effect of raising the decay heat.  Shure[204] 
indicates that neutron capture has very minor effects on the decay energy predictions for shutdown 
times of 107 seconds (~116 days) or less.  Even for a four-order-of-magnitude increase in thermal 
neutron flux above the normal values seen in BWRs, the increase in the fission product decay energy 
is only about 1% to 2% according to the evaluation in Section 4.4.2 of Reference [205].  
Nevertheless, the following formula from the ANS standards has been implemented: 

(b
) 
(7
)
(
D
)
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( )6 10 0.4G(t) 1 3.24 10 5.23 10 t T− −= + ⋅ + ⋅ ψ    for t<104 seconds, T<4 years, ψ<3.0 (9.3-24) 

In this formula the ψ is the number of fissions per initial fissile atom.  A generic expression for ψ 
that is representative for BWR fuels is:  [[ 

     

 
 ]]  When the ranges of application for Equation (9.3-24) cannot be met, the 

ANS standards provide tabulated values for G(t).  Table 10 of the 1979 standard and Table 13 from 
the 1994 standard have been implemented in TRACG and are used when the ranges of application 
for Equation (9.3-24) are not met.  Such instances are rare since the ranges of most interest for 
TRACG applications are well within the ranges established for Equation (9.3-24). 

9.3.3.5 Fission Power from Delayed Neutrons 

Fission power from delayed neutrons is an important source of heat for the first minute or so 
after shutdown.  Obviously, this term is very sensitive to the manner in which the reactor is 
shutdown.  The fission power is provided by the TRACG kinetics model or can be specified in 
tabular form if the kinetics model is not used. 

9.3.3.6 Miscellaneous Actinides 

The major Actinides 239U and 239Np are explicitly accounted for in both the 1979 and 1994 
ANS standards.  There are many other Actinides, referred to here as “miscellaneous Actinides” that 
are not significant individually, but when summed together make a significant contribution to decay 
heat.  According to the ANS standards, these Actinides must be evaluated by the User and included 
in the shutdown power as appropriate. 

The total contribution of the miscellaneous Actinides is only one tenth the contribution of the 
major Actinides at the time of shutdown.  The most prominent of the miscellaneous Actinides are 
242Cm, 238Np, 237U, 238Pu, 241Am and 244Cm.  A model based solely on these isotopes would be 
sufficient, but in the charts and tables which follow, the sum total of all the miscellaneous Actinides 
will be presented. 

Figure 9-5 shows the buildup of decay heat from miscellaneous Actinides as a function of 
irradiation time and enrichment.  Data are provided for three enrichments:  low (3.10%), medium 
(3.91%) and high (4.65%).  The low enriched data are moderately conservative for all irradiation and 
cooling times. 

(b) (7)(D)
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Figure 9-5. Buildup of Decay Heat from Miscellaneous Actinides 

(for low, medium and high enrichments) 

 

As a result of the monotonic and nearly linear buildup data, linear interpolation is used to 
initialize the values at a cooling time of t=0 and an irradiation time j j 1T T T +< ≤  using: 

( ) j 1 jTG TG
j j 1

j 1 j j j 1 j j 1

T T T T
A 0,T P P

T T T T
+

+

+ + +

    − −φ φ
= +       − φ − φ       (9.3-26) 

where the values for jP  are given in Table 9-1.  [[  

  

  

 

 ]]   (9.3-27) 
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The decay heat from Miscellaneous Actinide contribution is assumed to remain constant 
throughout the TRACG transient evaluation.  This is achieved by adding the A(0,T) contribution to 
the major actinides decay heat group.  

Table 9-1.  Relative Power Fraction (Pj) of Miscellaneous Actinides 

Irradiation 

Time, T 
2 years 4 years 6 years 8 years 

Flux ( jφ ) 2.65x1014 3.24x1014 3.80x1014 4.18x1014 

Cooling Time, t 

(seconds) 
Relative Power Fraction Values 

0.0E+00 9.505E-05 3.006E-04 5.247E-04 6.794E-04 

9.3.3.7 Structural Activation Products 

Structural activation products are produced by neutron capture in fuel structural materials 
including:  cladding, water rods, channels, spacers, end plugs, plenum springs, tie plates, etc.  Also 
included in this category are fuel additives, especially Gadolinium, which is a significant contributor. 

Additional activation products are produced in control rods and in vessel structures.  
However, these contributions to shutdown power are very small and can be neglected. 

 Figure 9-6 shows the buildup of decay heat from structural activation products as a function 
of irradiation time and enrichment.  Data are provided for three enrichments:  low (3.10%), medium 
(3.91%) and high (4.65%).  Since the low enriched data are moderately conservative for all 
irradiation and cooling times, they are recommended and used. 
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 Figure 9-6. Buildup of Decay Heat from Structural Activation Products 

(for low, medium and high enrichments) 
 

The structural activation products buildup very rapidly during the first year of irradiation and 
afterwards behave in a monotonic and nearly linear way.  As in the case of the miscellaneous 
Actinides, a linear interpolation is used for irradiation time.  However, in contrast to the 
miscellaneous Actinides, which utilize an implied point of zero at zero irradiation time, the structural 
activation products assume that the heat rises instantly to the value at the first tabulated point (one 
year in this case).  This scheme is conservative for all irradiation times. 

The data are shown in tabular form in Table 9-2.  The structural activation products 
contribution at shutdown (t=0) is determined by linear interpolation as: 

( ) j 1 jTG TG
j j 1

j 1 j j j 1 j j 1

T T T T
AP 0,T P P

T T T T
+

+

+ + +

    − −φ φ
= +       − φ − φ       (9.3-28) 

for j j 1T T T +< ≤ .  [[  
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The decay heat from Activation Product contribution is assumed to remain constant 
throughout the TRACG transient evaluation.  This is achieved by adding the AP(0,T) contribution to 
the major actinides decay heat group.  

 

Table 9-2.  Relative Power Fraction (Pj) of Activation Products 

Irradiation 

Time 
2 years 4 years 6 years 8 years 

Flux ( jφ ) 2.65x10
14 

3.24x10
14

 3.80x10
14

 4.18x10
14

 

Cooling Time 

(seconds) 
Relative Power Fraction Values 

0.0E+00 1.786E-04 2.283E-04 2.829E-04 3.305E-04 

9.3.3.8 Uncertainty Analysis 

The evaluation of the uncertainty is an important aspect of decay heat calculations using the 
ANS standards.  Both the 1979 and 1994 ANS standards specify that uncertainties be determined for 
energy per fission, fission product decay power and reactor power.  Neither standard requires 
consideration of uncertainties for any of the other terms and factors, including the G-factor and the 
Actinide contributions. 

The uncertainty in the energy per fission is based on fundamental nuclear data: 

Qi/Qi  0.0025∆ ≈  (9.3-29) 

The fission product decay heat uncertainty (for fissions in isotope i) as specified by the ANS 
standards is: 

( )
22 2

i i idi i

di i i di

P F (t, ) F (t T, )P Q

P Q Q P

∆ ∞ − ∆ + ∞  ′  ∆ ∆
= +     

′ ′    
 (9.3-30) 

where the uncertainties for each isotope, ∆Fi(t,∞), are taken from Tables 4 through 6 of ANSI/ANS-
5.1-1979 (or Tables 5 through 8 of the 1994 standard). 
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9.4 Thermal–Hydraulic Interface and Implementation 

Power distribution in the core is calculated in the orthogonal 3-D (x-y-z) geometry in the 
kinetics model, which takes into account feedback due to changes in fuel temperature and coolant 
density, and control rod movement.  In the channel thermal-hydraulics and fuel heat transfer models, 
the core is simulated with multiple parallel channels, each having one or more fuel bundles 
associated with it.  Their properties are solved for each axial node for each channel.  Hydraulic 
boundary conditions for these channels are determined in the external core model in the code.  Each 
component is coupled by such data, as shown in Figure 9-7. 

The kinetics noding is radially one node per one fuel bundle and axially 24 or 25 nodes.  
However, the channel noding for thermal-hydraulics and fuel heat transfer, the channel component 
of TRACG, is coarse in comparison with the kinetics noding in the horizontal (x–y) directions.  
Namely, fuel bundles with thermal-hydraulically and geometrically similar properties are grouped 
and averaged into one component, and, therefore, the number of channel components is less than that 
of fuel bundles.  The data transfer from the kinetics model to the channel model is performed by 
averaging.  The data transfer from the hydraulics to the kinetics (i.e., water density and fuel 
temperature, as shown in Figure 9-7) is performed in the following manner. 

The TRACG 3-D kinetics steady-state calculation is restarted from the wrapped-up file of the 
detailed 3-D steady-state core simulator[3],[20], which contains the full data of water density and fuel 
temperature for the kinetics noding for the initial conditions.  In the transient calculation, the change 
in density and temperature are given by the channel model.  The bypass density is obtained from the 
vessel component and combined by volume weighting with the channel and water rod density to 
provide the overall relative water density for each channel node.  The time-dependent nodal 
conditions for the kinetics model are calculated as follows:  [[ 

  

 

 

    

     

 ]]  The 
subscript k denotes the axial node coordinate.  It is used for both neutronics and channel noding here 
and is normally identical, but not necessarily identical.  If not, the water density and the fuel 
temperature distribution are transferred with volumetric weighting.  The subscripts i and j denote the 
radial coordinates of the neutronics model node; which belongs to the n–th CHAN component.  If 
boron is present, it is treated in the same manner as water density. Volume- weighted boron density, 
relative water density and fluid temperature are used to account for the impact of boron as described 
in Section 9.5. 

(b) (7)(D)
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Figure 9-7. Data Transfer between TRACG Models 

 
The power at each heated node in the channel component is the product of the bundle power and an 
axial power shape both of which are calculated by the 3-D kinetics model.  The power distribution 
between fuel rod groups can be input or calculated based on the following gamma smearing model. 

The rod-to-rod gamma smearing is defined by: 

j jf (t) = A(t) f  + [1-A(t)]  (9.4-3) 
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where: 

jf (t)  = Rod-to-rod energy transport ;     (9.4-4) 

fj = Local power factor for rod j ; 
A(t) = Af (1-fdh) + Adfdh ; 
Af = Gamma smearing constant for fission power ; 
Ad = Gamma smearing constant for decay heat ; 
fdh = Decay heat fraction . 

The distribution of channel power among fuel, clad, moderator and various structural 
components is calculated accounting for gamma ray and neutron transport.  These distributions are 
performed for each axial node “k” for the bundle assigned to the channel at location “ij”.  For 
convenience the “kij” subscripts are dropped with the understanding that “P(t)” is the total power for 
node “kij” that is being distributed among the materials at node “kij”. 

The power generated in the cladding of one fuel rod from rod group j is: 

j
c j c FP (t) = P(t)•f (t)•F (t)/N  (9.4-5) 

where “Fc(t)” is the fraction of power for cladding in all fuel rods and “NF” is the total number of 

fuel rods in the channel at this location. 

The power generated in the fuel of one fuel rod is: 

j
f j f FP (t) = P(t)•f (t)•F (t)/N  (9.4-6) 

where “Ff(t)” is the fraction of power for the fuel in all fuel rods in the channel at this location. 

The power generated in the “fuel” and the “cladding” of one  water rod is defined by: 

j
f

j
c w T F

P (t) = 0.0

P (t) = P(t)•F (t)/(N -N )

 (9.4-7) 

where “Fw(t)” is the fraction of power for the cladding of all water rods, NT is the total number of  

rods in the channel and (NT-NF) is the number of water rods. 

The power generation in the control blade outside the bundle is: 

bl blP (t) = P(t)•F (t)  (9.4-8) 

where “Fbl(t)” is the fraction of power deposited in the control blade when it is inserted at the 
location of node “kij”. 

The power generated in the channel walls is given by: 

ch chP (t) = P(t)•F (t)  (9.4-9) 

where “Fch(t)” is the fraction of power deposited in the channel wall. 
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The power absorbed directly into the bypass, water rod and bundle coolant is defined by: 

co coP (t) = P(t)•F (t)  (9.4-10) 

It should be noted that the sum of the fractional energy deposition rates is unity: 

f c w ch bl coF (t) + F (t) + F (t) + F (t) + F (t) + F (t) = 1.0  (9.4-11) 

therefore: 

RGN
j j

f c j ch bl
j=1

 P (t) + P (t)  •N  + P (t) + P (t)  ∑  (9.4-12) 

co + P  (t) = P(t)   

where Nj is the number of rods in group j, and NRG is the number of rod groups. 

The energy distribution fractions denoted by “F” in Equations (9.4-5) through (9.4-11) may 
change with time because they are renormalized to assure that Equation (9.4-11) is satisfied.  The 
time-dependence enters in via two means.  Firstly, “Fco(t)” depends on the time-dependent moderator 
density as shown below.  Secondly, the fraction of power attributed to decay heat, fdh(t), changes 
with time. To account for the fact that the energy deposition rates depend on the energy of the 
particle that is imparting the energy and that fissions result in higher-energy particles than decay heat 
reactions, the deposition rates are all expressed in the form:  

x dh dhF a(1 f ) bf= − +  (9.4-13) 

a = fractional deposition for fission power 
b = fractional deposition for decay heat 
x = c, f, w, bl, ch, and co 

The values of “a” and “b” are input constants for each channel group.  To account for the moderator 
density dependence of the direct moderator heating, the coolant fractional disposition is expressed as 
follows: 

[[ 

(b) (7)(D)

(b) (7)(D)
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   ]] 

TRACG provides two options for specifying the fuel pellet radial peaking factors.  The first 
option is a calculation of the radial peaking factors as a function of pellet exposure and radius and is 
described below for UO2 pellets.  The second option allows direct input of the radial peaking factors. 

The calculated pellet radial power density for UO2 fuel is given by: 

[[ 
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  ]] 

9.5 3D Kinetics Boron Model 

9.5.1 Technical Basis and Assumptions 

The microscopic absorption cross section for boron-10 ( B10σ ) for each neutronics node kij is 

assumed to be modeled as: 

 

( )B10 3 B10 B10 B10kij
3,kij

v̂
ˆv ,T, N

v
σ = σ − σ�  (9.5-1) 

The first term on the right hand side of Equation (9.5-1) corresponds to a theoretical “1/v absorber” 
where 

3,kijv is the time-dependent average thermal group neutron velocity [cm/s] in node kij; 

B10σ̂ is the reference microscopic cross sections corresponding to v̂ ; 

v̂  is the reference velocity of 219,834.7 cm/s (nominally 2200 m/s) for thermal neutrons; 

and T̂ is the reference temperature of 293.15 K (20 C) at which v̂  is typically defined. 

The standard practice is to define the microscopic cross sections in units of barns (b) where 
one barn is equivalent to 10-24 cm2.  TRACG04 uses the default value of B10

ˆ 3837 bσ = . 

(b) (7)
(D) (b) (7)(D)
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The second term on the right hand side of Equation (9.5-1) is an empirical term that accounts 
for deviations from the theoretical model.  It is defined by [[  
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  ]]  (9.5-4) 

The macroscopic absorption cross section  ( B10,kij∑ ) for boron-10 in node “kij” is calculated 

as 

B10,kij B10,kij B10,kijN∑ = σ  (9.5-5) 

Values for B10,kij∑  are added to the thermal group removal cross sections in the kinetics model.   

The value for B10,kijN  is calculated by the code for each kij neutronics node using the nodal 

values for the boron density ( Bρ ) in units of kg/m3 that are obtained from the CHAN and VSSL 

components.  The nodal boron densities actually represent the density of a particular type of boron 
molecule that is being transported in an aqueous solution.  To obtain a B10 number density, 
additional details about the boron molecule are required.  The general relationship between B10 
number density B10,kijN  and B,kijρ  is  

-24 2 Bm

B10,kij 0 B10 B,kij 3

Bm

B atoms
M

1 molecules 10 cm B10 atoms gmmolecule
N N E

gmb cm gm-mole b B atoms cm
W

gm-mole

= ρ
⋅

 
         

               
 
 

 (9.5-6) 

where: 

0N  is Avogadro’s number for the number of molecules per gm-mole; 

B10E  is the fraction of boron atoms that are B10 atoms (Default=0.198); 

BmM  is the number of boron atoms in the boron molecule that is being modeled 

(Default=1.0); 

BmW  is the molecular weight of the boron molecule (Default=10.812025). 

 

(b) (7)(D)
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9.5.2 Implementation Details 

 The code transports soluble boron with the liquid.  Boron transport is limited by the 
solubility limits for the boron as described in Section B.3.4.  The conservation equation is solved for 
each hydraulics node to obtain the the boron density ( Bρ ) in units of kg/m3.  For reporting purposes, 

the boron density is converted to a concentration of elemental boron according to Equation (B.3-52).  
The relationship between the elemental boron concentration and the boron density depends on the 
characteristics of the borated molecule as used in the determination of the factor given by Equation 
(B.3-51).   For simplicity, the default inputs assume that elemental boron is being tracked; however, 
the characteristics of the borated molecule can be modified by user input. 

The nodal boron density, the B10 enrichment and the characteristics of the borated molecule 
are used to determine the B10 number density for each “kij” neutronics node according to Equation 
(9.5-6).  The macroscopic absorption cross section  ( B10,kij∑ ) for boron-10 in node “kij” is then 

calculated according to Equation (9.5-5). 

Values of the B10 microscopic absorption cross section from Equation (9.5-4) have been 
compared to the values calculated from TGBLA06 for a wide range of conditions.  These 
evaluations included: [[  

 
 
 

 ]] Each 
such comparison produces an error defined as the value from Equation (9.5-4) minus the value from 
TGBLA06.  A histogram of these errors constructed from the [[  ]] comparisons is shown in 
Figure 9-8.  The mean error is [[  ]] barns with a standard deviation of [[  ]] barns.  
Relative to the value of  B10

ˆ 3837 bσ = , the percentage mean and percentage standard deviation in the 

TRACG model’s prediction of B10σ  are [[  ]].  These errors are small in 

comparison to other known sources of error.  For example, TGBLA06 compared to MCNP for 
[[  ]] comparisons reveals B10σ  values that on average are high by [[  ]] barns with a 

standard deviation of [[  ]] barns or [[  ]] relative to  B10
ˆ 3837 bσ = .  Even these 

larger uncertainties are smaller than the estimated uncertainty in knowing the distribution of the 
boron.  The uncertainty in the distribution of B10 atoms is a direct function of the integrated error in 
predicting the flow distribution between channels which is estimated to be at least 5%.       
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[[ 

]] 

Figure 9-8. B10 Absorption Cross Section Errors Relative to TGBLA06 
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10.0 CONTROL SYSTEM 

The TRACG control system model is designed to serve two primary purposes.  First, it 
allows the user to model an actual BWR plant control system at any desired level of detail.  
Accurate modeling of the plant control system can play an important role in the successful 
analysis of many transients, including ATWS and operational transient analyses.  Secondly, the 
control system may be used to assist in the initialization of any plant deck by allowing the user to 
automatically control the value of certain plant parameters during the initialization process. 

In practice, the control system model permits the user to take data from the thermal-
hydraulic (T/H) database, perform a wide variety of user-specified operations on these data in an 
external control system, then use the results of these operations to adjust geometric or dynamic 
variables in the database.  For example, pressure in a BWR main steamline may be used as input 
to the control system that generates an output signal to adjust the area of the steamline pressure 
control valve (PCV).  A large number of control loops of a similar nature may be utilized to 
simulate an entire BWR plant control system. 

The control system solution scheme is sequential based on the order in which the control 
blocks are specified on input.  The input to a block is the current value that may be the new time 
value if the input is the output of a block already calculated or the old time value if the input is 
the output of a block that has yet to be updated.  This potentially explicit scheme can lead to 
instabilities if care is not taken to organize the control system in a manner to increase the 
implicitness as much as possible.  The existence of feedback loops makes organizing the 
computation in an implicit manner impossible given the sequential solution scheme used in 
TRACG.  To guarantee that the control system will be stable, a sufficiently small time step size 
must be used to evaluate the control system.  The specification of time step size is discussed in 
Section 10.3. 

10.1 Control Blocks 

A TRACG control system model is built up from basic functional elements called control 
blocks.  Each control block performs a simple operation on input data to generate an output 
value.  A complete list of the types of control blocks and a description of their operations is 
found in Table 10-1.  The various control block types require from zero to three input values, and 
each generates a single output value.  Input and output values may be logical (0 or 1) or 
continuously varying, depending upon the type of control block.  Associated with each control 
block are the following user-specified parameters: 

• A control block number from 1 to 9999 uniquely identifies each block.  Block 
numbers need not be consecutive. 

• The type of operation to be performed upon the input data. 

• The constants C1 and C2.  NOTE:  The various control block constants (C1, C2, 
XMAX, and XMIN) may not be required, depending on the control block type.  
See Table 10-1 for specific requirements. 

• The gain factor G. 

• The maximum and minimum limits XMAX and XMIN of the block output. 
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• The initial value (XIV or LIV) of the block output. 

• An optional 12-character name. 

A control block may be represented schematically by a control block diagram, as shown 
in Figure 10-1. 

 

NUMBER 
TYPE 
C1 
C2 
G 
XMAX 
XMIN 
XIV OR  
LIV 
NAME 

OUTPUT 

Control Block 

 

Figure 10-1. Schematic Control Block Diagram 

 

The majority of the available control blocks perform simple algebraic or logic operations 
as indicated in the rightmost column of Table 10-1 and, require no further explanation.  Seven of 
the control blocks are state variable blocks, which involve an integration with respect to time.  
The evaluation of the state variable blocks is described below. 

The state variable control block types are DINL, INT, INTM, LAG, LINT, LLAG, and 
SOTF.  The method of integration with respect to time used in all of these blocks is implicit; that 
is, the input (derivative) value to be integrated is taken to be the value at the end of the control 
system time step.  When the control system subdivides the hydraulic time step, the input 
parameter is interpolated between the old and new hydraulic time step values. 

A pass is taken through the control system calculation at time zero (before the TRACG 
thermal-hydraulic equations have been advanced) to load initial input values for use as old time 
inputs by the state variable blocks in the next pass through the control system.  The user-supplied 
initial control block output values are used for determining these initial inputs and for initializing 
the output values of state variable blocks. 

The computational method used for each of the state variable block types is illustrated in 
the following section.  In each case, Y is the block output value, X1 is the block input value, X2 
is the intermediate integral value for double integrations, ∆t is the control system time step size, 
and G is the control block gain. 

DINL (double integrator with output limiting) 

Yn+1 = Yn + X2n ∆t  (10.1-1) 

X2n+1 = X2n + X1n+1 G ∆t  (10.1-2) 
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Equations (10.1-1) and (10.1-2) are evaluated in sequence.  X2n = 0 at time zero.  If Yn+1 
> XMAX or Yn+1 < XMIN, then the output of the block supplying input X1 is set to zero if its 
output sign is such as to hold the DINL output locked at its limit. 

INT (simple integrator) 

Yn+1 = Yn + X1n+1 G ∆t  (10.1-3) 

INTM (integrator with mode control) 

If (L2 + L3) = 0 (reset mode), 

Yn+1 = XIV. (10.1-4) 

If (L2 + L3) = 2 (integrate mode), 

Yn+1 = Yn +  X1n+1 G ∆t (10.1-5) 

If (L2 + L3) = 1 (hold mode), 

Yn+1 = Yn.  (10.1-6) 

L2 and L3 are logic input variables (1 or 0) to block inputs 2 and 3. 

LAG (first order lag) 

n+1 n+1

n+1 n
 G X1  - Y  t

Y  = Y  + 
C1

  ∆   (10.1-7) 

C1 is the lag time constant.  This equation is rearranged algebraically and solved for 
Yn+1. 

LINT (limited integrator) 

Yn+1 = Yn + X1n+1 G ∆t (10.1-8) 

If (Yn+1 > XMAX or Yn+1 < XMIN, then the output of the block supplying input X1 is 
set to zero if its output sign is such as to hold the LINT output locked at its limit. 

LLAG (lead–lag transfer function) 

 ( )n+1 n+1

n+1
GX1  - X2

X2  = 
C2

 (10.1-9) 

 n+1 n n+1X2  = X2  + X2  t∆  (10.1-10) 

 n+1 n+1 n+1Y  = X2  + C1 X2  (10.1-11) 
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X2 is the intermediate state derivative, and C1 and C2 are the lead and lag time constants.  
Equations (10.1-9), (10.1-10) and (10.1-11) are rearranged algebraically and solved to obtain 
values for Yn+1 and X2n+1.  X2n is initialized to the same value as X1n. 

SOTF (second order transfer function) 

( )n+1 n+1 n+1

n+1
GX1  - Y  - C1X2

X2  = 
C2

 (10.1-12) 

n+1 n n+1X2  = X2  + X2  t∆  (10.1-13) 

n+1 n n+1Y  = Y   + X2  t∆  (10.1-14) 

C1 and C2 are the transform coefficients in the Laplace transform: 

2

X1
Y = 

1.0 + C1 S + C2 S⋅ ⋅
 (10.1-15) 

where S is the Laplace transform operator.  Equations (10.1-12), (10.1-13) and (10.1-14) are 
rearranged algebraically and solved to obtain values for Yn+1 and X2n+1.  X2n is initialized to 
the same value as X1n. 
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Table 10-1.  Description Of Control Block Operations 

Number 
Block 

Type 

Block 

Input 

1 (a) 

Block 

Input 

2 (b) 

Block 

Input 

3 

Block 

Const 1 

Block 

Const 2 

Gain 

Factor 

(c) 

Upper 

Limit 

(c) 

Lower 

Limit   (c) 

Initial 

Value (d) 
Name Mathematical Operation (e) 

1 ABSV X1 N/A N/A N/A N/A G XMAX XMIN XIV 
Absolute 

Value 
XOUT = G*ABS(X1) 

2 ACOS X1 N/A N/A N/A N/A G XMAX XMIN XIV Arcosine XOUT = G*ACOS(X1), XOUT in Radians 
3 ADD X1 X2 N/A N/A N/A G XMAX XMIN XIV Add XOUT = G*(X1+X2) 
4 AINT X1 N/A N/A N/A N/A G XMAX XMIN XIV Integerizer XOUT = G*FLOAT(IFIX(X1)) 

5 AND L1 L2 N/A N/A N/A N/A N/A N/A LIV 
Logical 
“And” 

LOUT = 1.0 IF((L1.EQ.1).AND.L2.EQ.1) 
= 0.0 Otherwise 

6 ASIN X1 N/A N/A N/A N/A G XMAX XMIN XIV Arcsine 
XOUT = G*ASIN(X1), XOUT in 

Radians 
7 ATAN X1 N/A N/A N/A N/A G XMAX XMIN XIV Arctangent XOUT = G*ATAN(X1), XOUT in Radians 

8 ATN2 X1 X2 N/A N/A N/A G XMAX XMIN XIV Arctangent 
XOUT = G*ATAN(X1/X2), XOUT in  

Radians 
9 CONS N/A N/A N/A N/A N/A N/A N/A N/A XIV Constant XOUT = C1 

10 COS X1 N/A N/A N/A N/A G XMAX XMIN XIV Cosine XOUT = G*COS(X1), X1 in Radians 

11 DEAD X1 N/A N/A C1 C2 G XMAX XMIN XIV 
Dead Band, 

Dead Zone, or 
Dead Space 

XOUT = G*(X1-C2) IF(X1.GT.C2) 
 = G*(X1-C1) IF(X1.LT.C1) 
 = 0.0 Otherwise 

12 DER X1 (X2) N/A N/A N/A G XMAX XMIN XIV Derivative XOUT = G*(dX1/dT) 

13 DINL X1 (X2) N/A N/A N/A G XMAX XMIN XIV 

Double 
Integrator 

With XOUT 
Limited 

XOUT = G*Int{Int(X1*dt)dt} + XIV 
X1 and (X2) are reset to 0.0 if 
XOUT is against a limit and the 
sign of X1 does not change 

14 DIV X1 X2 N/A N/A N/A G XMAX XMIN XIV Divide XOUT = G*X1/X2 

15 EOR L1 L2 N/A N/A N/A N/A N/A N/A LIV 
Logical 

“Exclusive 
OR” 

LOUT =1.0 IF((L1+L2).EQ.1.0)  
 = 0.0 otherwise 

16 EQUL L1 L2 N/A N/A N/A N/A N/A N/A LIV 
Logical 

“Equivalent” 
LOUT = 1.0 IF(L1.EQ.L2)  

= 0.0 otherwise 
17 EXP X1 N/A N/A N/A N/A G XMAX XMIN XIV Exponential XOUT = G*EXP(X1) 

18 FLFP L1 (L2) L3 N/A N/A N/A N/A N/A LIV 
Logical “Flip 

Flop” 

LOUT = Flip-flop Output Which  Changes 
State Whenever L1 Changes State 
(only If L3=1.0) 
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Table 10-1.  Description Of Control Block Operations 

Number 
Block 

Type 

Block 

Input 

1 (a) 

Block 

Input 

2 (b) 

Block 

Input 

3 

Block 

Const 1 

Block 

Const 2 

Gain 

Factor 

(c) 

Upper 

Limit 

(c) 

Lower 

Limit   (c) 

Initial 

Value (d) 
Name Mathematical Operation (e) 

19 GATE X1 L2 N/A N/A N/A N/A N/A N/A XIV Gate 
XOUT = X1 IF(l2.EQ.1.0) = 0.0 

IF(L2.EQ.0.0) 

20 GREQ X1 X2 N/A N/A N/A N/A N/A N/A XIV 
Greater Than 
or Equal to 

XOUT = 1.0 IF(X1.GE.X2) = 0.0 otherwise 

21 GRTH X1 X2 N/A N/A N/A N/A N/A N/A LIV Greater Than 
LOUT = 1.0 IF(X1.GT.X2) = 0.0 

otherwise 

22 INSW X1 X2 L3 N/A N/A N/A N/A N/A XIV Input Switch 
XOUT = X1 IF(L3.EQ.1.0) = X2 IF 

(L3.EQ.0.0) 
23 INT X1 N/A N/A N/A N/A G XMAX XMIN XIV Integrate XOUT = G*Int(X1*dt) + XIV 

24 INTM X1 L2 L3 N/A N/A G XMAX XMIN XIV 
Integrate with 
Mode Control 

XOUT = XIV, IF((L2+L3).EQ.0.0) Reset or 
IC Mode =G*Int(X1*dt) + XIV 
IF((L2+L3).EQ.2.0), Intergrate 
Mode = XOUT 
IF((L2+L3).EQ.1.0) Hold Mode 

25 IOR L1 L2 N/A N/A N/A N/A N/A N/A LIV 
Logical 

“Inclusive 
OR” 

LOUT = 0.0 IF((L1+L2).EQ.0.0) = 1.0 
otherwise 

26 LAG X1 N/A N/A C1 N/A G XMAX XMIN XIV 
First Order 

Lag 
XOUT = G*X1/(1.0 + C1*s) s is Laplace 

Operator 

27 LDLY L1 (L2) N/A C1 (C2) N/A N/A N/A LIV Logic Delay 

LOUT = 0.0 IF((L1.EQ.0.0).OR. 
(TIMET.LT.(C1+C2))) =1.0 
IF((L1.EQ.1.0).AND. 
(TIMET.GE.(C1+C2)))  
Where (C2) is the TIMET When 
L1 Switches from 0.0 to 1.0 

28 LGPC L1 (L2) L3 N/A N/A N/A N/A N/A LIV 
Logic General 

Purpose 
Counter 

LOUT = 0.0 If (L3.EQ.0.0), Reset Mode = 
Number of Times L1 Has 
Changed State Since Enabled 
(When L3 = 1.0), Count Mode 

29 LISW L1 L2 L3 N/A N/A N/A N/A N/A LIV 
Logic Input 

Switch 
LOUT = L1 IF(L3.EQ.1.0) = L2 

IF(L3.EQ.0.0) 
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Table 10-1.  Description Of Control Block Operations 

Number 
Block 

Type 

Block 

Input 

1 (a) 

Block 

Input 

2 (b) 

Block 

Input 

3 

Block 

Const 1 

Block 

Const 2 

Gain 

Factor 

(c) 

Upper 

Limit 

(c) 

Lower 

Limit   (c) 

Initial 

Value (d) 
Name Mathematical Operation (e) 

30 LLAG X1 (X2) (X3) C1 C2 G XMAX XMIN XIV 
Lead-Lag 
Transfer 
Function 

XOUT = G*X1/(1.0 + C1*s)/(1.0 + C2*s) s 
is Laplace Transform Operator 

31 LINT X1 N/A N/A N/A N/A G XMAX XMIN XIV 
Limited 

Integrator 

XOUT = G*Int(X1*dt) + XIV, X1 is set to 
0.0 if Xout is against a limit and 
the sign of X1 does not change 

32 LOGN X1 N/A N/A N/A N/A G XMAX XMIN XIV 
Natural 

Logarithm 
XOUT = G*ALOG(X1) 

33 LSEQ X1 X2 N/A N/A N/A N/A N/A N/A LIV 
Less Than or 

Equal to 
LOUT = 1.0 IF (X1.LE.X2) =0.0 otherwise 

34 LSTN X1 X2 N/A N/A N/A N/A N/A N/A LIV Less Than LOUT = 1.0 IF(X1.LT.X2) =0.0 otherwise 

35 MAXS X1 X2 N/A N/A N/A N/A N/A N/A XIV 
Maximum of 

2 Signals 
XOUT = AMAX1(X1,X2) 

36 MAXT X1 N/A N/A N/A N/A N/A N/A N/A XIV 
Maximum 

During 
Transient 

XOUT = AMAX1(X1,XOUT) 

37 MINS X1 X2 N/A N/A N/A N/A N/A N/A XIV 
Minimum of 

2 Signals 
XOUT = AMIN1(X1,X2) 

38 MINT X1 N/A N/A N/A N/A N/A N/A N/A XIV 
Minimum 

During 
Transient 

XOUT = AMIN1(X1,XOUT) 

39 MULT X1 X2 N/A N/A N/A G XMAX XMIN XIV Multiply XOUT = G*X1*X2 

40 NAND L1 L2 N/A N/A N/A N/A N/A N/A LIV 
Logical “Not 

And” 
LOUT = 0.0 IF ((L1+L2).EQ.2.0) = 1.0 

otherwise 

41 NEQ L1 L2 N/A N/A N/A N/A N/A N/A LIV 
Logical “Not 

Equal” 
LOUT = 1.0 IF ((L1.NE.L2) =0.0 otherwise 

42 NOR L1 L2 N/A N/A N/A N/A N/A N/A LIV 
Logical “Not 

Inclusive OR” 
LOUT = 1.0 IF((L1+L2.EQ.0.0) =0.0 

otherwise 

43 NOT L1 N/A N/A N/A N/A N/A N/A N/A LIV 
Logical “Not” 
or Negation 

LOUT = 1.0 IF(L1.EQ.0.0) = 0.0 IF 
(L1.EQ.1.0) 

44 PDIF X1 X2 N/A N/A N/A G XMAX XMIN XIV 
Positive 

Difference 
XOUT = G((X1-X2) IF(X1.GT.X2) =0.0 

otherwise 
45 QUAN X1 N/A N/A N/A N/A N/A XMAX XMIN XIV Quantizer LOUT = nearest integer to X1 
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Table 10-1.  Description Of Control Block Operations 

Number 
Block 

Type 

Block 

Input 

1 (a) 

Block 

Input 

2 (b) 

Block 

Input 

3 

Block 

Const 1 

Block 

Const 2 

Gain 

Factor 

(c) 

Upper 

Limit 

(c) 

Lower 

Limit   (c) 

Initial 

Value (d) 
Name Mathematical Operation (e) 

46 RAMP N/A N/A N/A C1 N/A G XMAX XMIN XIV Ramp 
XOUT = G*(TIMET-C1) 

IF(TIMET.GT.C1) = 0.0 
otherwise 

47 RAND N/A N/A N/A C1 N/A G XMAX XMIN XIV 
Random 
Number 

Generator 

XOUT = G*RAND(DUMY) 
IF(TIMET.GE.C1) = 0.0 
otherwise 

48 SIGN X1 X2 N/A N/A N/A N/A N/A N/A XIV Sign Function 
XOUT = |X1| IF (X2.GE.0.0) = -|X1| IF 

(X2.LT.0.0) 
49 SIN X1 N/A N/A N/A N/A G XMAX XMIN XIV Sine XOUT = G*SIN(X1), X1 in Radians 

50 SINV X1 N/A N/A N/A N/A G XMAX XMIN XIV 
Sign 

Inversion 
XOUT = -G*X1 

51 SOTF X1 (X2) (X3) C1 C2 G XMAX XMIN XIV 
Second Order 

Transfer 
Function 

XOUT = G*X1/(1.0 + C1*S+C2*S*S) s is 
Laplace Transform Operator 

52 SQRT X1 N/A N/A N/A N/A G XMAX XMIN XIV Square Root XOUT = G*SQRT(X1) 

53 STEP N/A N/A N/A C1 N/A G XMAX XMIN XIV Step 
XOUT = G IF (TIMET.GT.C1) = 0.0 

otherwise 
54 SUBT X1 X2 N/A N/A N/A G XMAX XMIN XIV Subtract XOUT = G*(X1-X2) 
55 TAN X1 N/A N/A N/A N/A G XMAX XMIN XIV Tangent XOUT = G*TAN(X1), X1 in Radians 
56 TIME N/A N/A N/A N/A N/A N/A N/A N/A XIV Time XOUT = TIMET 

57 TRIP L1 N/A N/A N/A N/A N/A N/A N/A LIV Trip Status 
LOUT = L1=1.0 If Trip + Delay Time Has 

Elapsed = L1=0.0 otherwise 

58 VLIM X1 X2 X3 N/A N/A G N/A N/A XIV 
Variable 
Limiter 

XOUT = X2 IF ((G*X1).GT.X2)  at Upper 
Limit =X3 IF((G*X1).LT.X3) at 
Lower Limit = G*X1 Otherwise, 
Between Limits 

59 WSUM X1 X2 N/A C1 C2 G XMAX XMIN XIV 
Weighted 

Sumer 
XOUT = G*(C1*X1 + C2*X2) 

60 XPO X1 X2 N/A N/A N/A G XMAX XMIN XIV Exponentiate XOUT = G*(X1**X2) 

61 ZOH X1 L2 N/A N/A N/A N/A N/A N/A XIV 
Zero Order 

Hold 
XOUT = X1 IF(L2.EQ.1.0) =XOUT 

otherwise 



NEDO-32176, REVISION 4 
 

Table 10-1.  Description Of Control Block Operations 10-9 

Table 10-1.  Description Of Control Block Operations 

Number 
Block 

Type 

Block 

Input 

1 (a) 

Block 

Input 

2 (b) 

Block 

Input 

3 

Block 

Const 1 

Block 

Const 2 

Gain 

Factor 

(c) 

Upper 

Limit 

(c) 

Lower 

Limit   (c) 

Initial 

Value (d) 
Name Mathematical Operation (e) 

62 TCHG X1 (X2) N/A N/A N/A N/A N/A N/A XIV 
Time of 
Change 

XOUT = TIMET If X1 has Changed   Since 
Last Time Step  = XOUT 
Otherwise 

63 PASS X1 N/A N/A N/A N/A N/A N/A N/A XIV Pass through XOUT  = X1 

100 DLAY X1 n N/A C1 N/A G XMAX XMIN XIV Time Delay 

XOUT = XIV IF(TIMET.LE.C1) = 
G*X1(TIMET-C1) Otherwise 
Where n is number of Delay 
Table(f) Intervals 

101 FNG1 X1 n N/A N/A N/A G XMAX XMIN XIV 

Function of 
One 

Independent 
Variable 

XOUT = G*fn(X1), Where n is Function 
Table Number 

Note: 

(a) An ”X” parameter indicates a continuous variable; an “L” parameter indicates a logical (or discrete) parameter having a value of 0.0 or 1.0 only. 
(b) Variables enclosed in (  ) are not input variables but are used internally by the control block for data storage. 
(c) If G, XMAX and XMIN are required for a control block, a constant gain factor and constant upper and lower limits will be applied at the values 

given.  Default values for the limits are +1.0E+38 and -1.0E+38.  If XOUT.GT.XMAX, XOUT is set equal to XMAX.  If XOUT.LT.XMIN, 
XOUT is set equal to XMIN. 

(d) An initial value (XIV or LIV) is loaded into a control block output (XOUT or LOUT) at TIMET = 0.0 seconds. 
(e) XOUT appearing on the right-hand side of a defining equation indicates a previous time step value. 
(f) Delay Table is internal to TRAC, i.e., not a Function Table, n entries determine accuracy of delay, resolution of table. 
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10.2 Control System Interfaces 

The input values to control blocks may be obtained from the TRACG thermal-hydraulic 
database (pressure, liquid level, and flow rate) or from the output of other control blocks.  Thus, 
an extensive network of control blocks can be assembled to perform very complex operations.  
Control block outputs may be used as input values for other control blocks, or may be used to 
control (redefine) the values of variables in the component database (VLVE areas, PUMP 
torques, and FILL velocities).  Table 10-2 contains a list of variables from the TRACG database 
that may be used as control block inputs or may be adjusted by control block outputs. 

Figure 10-2 illustrates a system comprised of seven control blocks, representing a basic 
BWR pressure control system, designed to control the steamline inlet pressure by varying the 
pressure control valve area.  This system obtains one of its inputs (steamline pressure) from the 
component database and uses one of its outputs (new valve area) to alter the VLVE component 
database.  The remaining inputs and outputs are internal to the control system simulation. 

Figure 10-2. Simplified BWR Pressure Control System 
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Table 10-2.  Control System Input/Output Variables 

IOVAR 
Variable 
Symbolic 

Name 

Description 

INPUT COMPONENTS  

(VARIABLE MAY BE INPUT TO 

CONTROL SYSTEM FROM THESE 

COMPONENTS) 

OUTPUT COMPONENTS 

(VARIABLE MAY BE 

ADJUSTED BY 

CONTROL SYSTEM 

OUTPUT FOR THESE 

COMPONENTS) 

Comments 

ALFA Vapor fraction CHAN, FILL, PIPE, PUMP, TEE, 
VLVE, VSSL, BREK 

FILL  

AREA Valve area (fraction of fully 
open area) 

VLVE VLVE  

BORC Core average elemental 
boron concentration (ppm) 

CHAN, VSSL - None - IOCMP=0 

CHNP Channel power (W) CHAN - None -  
CROD Control rod position change 

(speed in units of m/s) 
- None - KINETICS IOCMP is the control  rod 

group index.  CROD is 
ignored if a TRIP occurs for 
the blade group. 

DISP Control block output. 
See KEYB for input. 

- None - File Code 101 Binary output for interactive 
display.  Max of 100 
variables. IOCMP is the 
address. 

DTOM Derivative of pump motor 
torque with respect to speed 

- None - PUMP  

DZLV Two–phase level (m).  See 
also LLEV. 

VSSL - None -  

ENTH Mixture enthalpy (J/kg) CHAN, PIPE, PUMP, TEE, VLVE - None - IOCEL=2 gives outlet 
quantity IOCEL=3 gives TEE 
side arm quantity 

ENTH Liquid enthalpy (J/kg) FILL FILL  
FA1D Flow area (m2) CHAN CHAN Useful for modeling flow 

blockage. 
FN1D Negative flow loss 

coefficient 
- None - CHAN Useful for modeling flow 

blockage. 
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Table 10-2.  Control System Input/Output Variables 

IOVAR 
Variable 
Symbolic 

Name 

Description 

INPUT COMPONENTS  

(VARIABLE MAY BE INPUT TO 

CONTROL SYSTEM FROM THESE 

COMPONENTS) 

OUTPUT COMPONENTS 

(VARIABLE MAY BE 

ADJUSTED BY 

CONTROL SYSTEM 

OUTPUT FOR THESE 

COMPONENTS) 

Comments 

FP1D Positive flow loss 
coefficient 

- None - CHAN Useful for modeling flow 
blockage. 

FREQ Pump motor frequency (1/s) - None - PUMP  
KEYB Control block input. 

See DISP for output. 
File code 102 - None - Binary input for interactive 

control. Max of 100 
variables. IOCMP is  the 
address. 

LLEV Downcomer liquid  level 
(m).  See also DZLV. 

VSSL - None - IOCEL is VSSL theta zone 
number 

LPRM Simulated LPRM reading KINETICS - None - IOCMP, IOLEV, IOCELL 
are taken as I,J,K, 
respectively, of the node.  
LPRM location is in lower 
right-hand corner of the node.  
LPRM is the average of 8 
surrounding nodes 

LVEL Liquid velocity (m/s) CHAN, FILL, PIPE, PUMP, TEE, 
VLVE, BREK 

- None -  

MCPR Channel MCPR CHAN - None -  
MDOT Mass flow rate (kg/s) CHAN, FILL, PIPE, PUMP, TEE, 

VLVE, BREK 
FILL For MDOT and ENTH: 

IOCEL=1 gives inlet quantity 
MFLO Mass flow rate (kg/s) CHAN, FILL, PIPE, PUMP, TEE, 

VLVE, BREK 
- None -  

MF-Z Mass flow rate (kg/s) VSSL - None -  
MF-R Mass flow rate (kg/s) VSSL - None -  
MF-T Mass flow rate (kg/s) VSSL - None -  
OMEG Pump speed (rad/s) PUMP - None -  
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Table 10-2.  Control System Input/Output Variables 

IOVAR 
Variable 
Symbolic 

Name 

Description 

INPUT COMPONENTS  

(VARIABLE MAY BE INPUT TO 

CONTROL SYSTEM FROM THESE 

COMPONENTS) 

OUTPUT COMPONENTS 

(VARIABLE MAY BE 

ADJUSTED BY 

CONTROL SYSTEM 

OUTPUT FOR THESE 

COMPONENTS) 

Comments 

POWR Sensed reactor power (W) KINETICS KINETICS IOCMP=0 
NOTE POWR(t) = [ POWT(t) – POWDH(t) ] / [ 1. – POWDH(t=0) / POWT(t=0) ] where POWDH is total decay heat power 

POWT Total reactor power (W) KINETICS KINETICS IOCMP=0 
PRES Pressure (Pa) CHAN, FILL, PIPE, PUMP, TEE, 

VLVE, VSSL, BREK 
BREK  

PCTX Channel peak clad outside 
temp (K) 

CHAN - None -  

PW3D 3-D kinetics nodal power 
distribution 

KINETICS - None - IOCMP, IOLEV, IOCELL 
are taken as I,J,K, 
respectively, of the node 

RHOC Control rod reactivity KINETICS - None - IOCMP=0 
RHOA Additive control reactivity  

(∆k/k) 
- None - KINETICS IOCMP=0 

RHOT Total reactivity KINETICS - None - IOCMP=0 
RODT Channel rod temp (K) CHAN - None - IOLEV is rod group.  Fuel 

radial node location 
determined by CHAN input 
IEDTEM. 

RODQ Channel rod surface heat 

flux (W/m2) 

CHAN - None - IOLEV is rod group.  

ROLN Liquid density (kg/m3) CHAN, FILL, PIPE, PUMP, TEE, 
VLVE, VSSL, BREK 

- None -  

ROVN Vapor density (kg/m3) CHAN, FILL, PIPE, PUMP, TEE, 
VLVE, VSSL, BREK 

- None -  

TIME Reactor time (s) TIME - None - IOCMP=0 
NOTE TIME changes only during a transient.  TIMS advances during both a steady state and transient case. 
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Table 10-2.  Control System Input/Output Variables 

IOVAR 
Variable 
Symbolic 

Name 

Description 

INPUT COMPONENTS  

(VARIABLE MAY BE INPUT TO 

CONTROL SYSTEM FROM THESE 

COMPONENTS) 

OUTPUT COMPONENTS 

(VARIABLE MAY BE 

ADJUSTED BY 

CONTROL SYSTEM 

OUTPUT FOR THESE 

COMPONENTS) 

Comments 

TIMS Synthesized time (s) TIME - None - IOCMP=0 
TLIQ Liquid temperature (K) CHAN, FILL, PIPE, PUMP, TEE, 

VLVE, VSSL, BREK 
FILL  

TORQ Motor torque (fraction of 
rated torque) 

PUMP PUMP  

TRIP Trip condition as indicated 
by IOCEL 

TRIP TRIP IOCMP is trip number 
IOCEL= 0 is ”set” condition 
= 1 is ”activated” condition. 

TVAP Vapor temperature (K) CHAN, FILL, PIPE, PUMP, TEE, 
VLVE, VSSL, BREK 

FILL  

VDOT Velocity (m/s) - None - FILL  
VOLT Pump motor voltage (V) - None - PUMP  
VVEL Vapor velocity (m/s) CHAN, FILL, PIPE, PUMP, TEE, 

VLVE, BREK 
- None -  

ZOXT Core maximum zirc oxide 
thickness (fraction of clad 
thickness) 

CHAN - None - IOCOMP=0 
At least one CHAN is 
required. 

ZOXV Core average zirc oxide 
volume (fraction of fuel 
clad total volume) 

CHAN - None - IOCOMP=0 
At least one CHAN is 
required. 

ZPWR axial power shape CHAN CHAN  
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10.3 Control System Solution Procedure 

The TRACG control system calculation may be executed with a smaller time step size 
than the thermal-hydraulic calculation.  This feature allows the control system model to be 
calculated accurately, independent of the thermal-hydraulic time step size.  Selection of the 
maximum allowable control system time step size should be based on the following criteria: 

• Accuracy in Calculating State Variable Control Blocks 
 
This criterion is satisfied by limiting the control system time step size smaller 
than the shortest time constant occurring in any of state variable control blocks. 

• Detection and Resolution of Discontinuous Transient Events 
 
This criterion is satisfied by limiting the control system time step size smaller 
than the shortest delay time occurring in any LDLY control block. 

If the control system time step logic determines that the maximum allowable control 
system time step size is greater than or equal to the thermal-hydraulic time step size, then the 
thermal-hydraulic time step size will be used for the control system time step size.  If the 
maximum allowable control system time step size is less than the thermal-hydraulic time step 
size, then the thermal-hydraulic time step size will be divided into the smallest number of equal 
intervals such that the interval size is less than or equal to the maximum control system time step 
size.  This interval is then used as the control system time step size.  In this manner, the control 
system calculation may be taken in several steps while it catches up with the thermal-hydraulic 
calculation.  At the end of this series of steps, the control system calculation will be at the same 
time level as the thermal-hydraulic calculation.  If the control system takes smaller time steps, 
the thermal-hydraulic block inputs are linearly interpolated between the old and new hydraulic 
time step values to provide consistency over the hydraulic time step. 
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APPENDIX A.   Differences between TRACG and TRAC-BF1 

TRACG development has continued at General Electric after the completion of joint 
development programs with INEL.  This appendix summarizes the major models in TRACG, 
which are different from the models in TRACB-BF1/MOD1[1]. 

A.1. Modular Structure 

The differences in the modular structure affect how a given facility is simulated using the 
thermal hydraulic components.  The differences fall into two categories:  (1) increased flexibility 
in the nodalization, and (2) restrictions on the nodalization through input and consistency checks. 

A.1.1. Component Nodalization and Interaction 

Zero-Cell Tee:  The side branch of the tee component can have zero cells, in which case the side 
branch is reduced to a simple flow path. 

Tee Based Channel:  The channel component is based on a tee component with a zero-cell side 
branch representing the channel leakage path.  This allows the inclusion of the leakage flow into 
the implicit network solution. 

Flexible Valve Nodalization:  TRACG allows the valve model to operate on any cell boundary 
in the component, including the first and the last boundary. 

Horizontal Vessel Heat Slabs:  The vessel component can include horizontal double-sided heat 
slabs, which are placed on a cell boundary between two axial levels in the vessel component.  A 
horizontal heat slab can also be placed at the bottom or top of the vessel component. 

One-Dimensional Heat Slab Properties:  The properties for a one-dimensional heat slab can be 
specified separately for each node. 

Fill to Vessel Junction:  TRACG allows a fill component to be connected directly to a vessel 
component cell. 



NEDO-32176, REVISION 4 
 

APPENDIX A  -  Differences between TRACG and TRAC-BF1 A-2 

A.1.2. Nodalization and Consistency Checks 

Nodalization and Loss Coefficient Checks:  TRACG evaluates the nodalization for each 
component and determines when a flow restriction, contraction or expansion exists.  An 
irreversible form loss is expected at these locations, and TRACG will produce a warning if no 
loss coefficients are specified in the input. 

Junction Elevations:  TRACG calculates the elevation of all junctions between components.  
Whenever a loop exists (e.g., the recirculation loop for a BWR or the simple loops composed of 
the channel and the vessel components for a BWR), TRACG evaluates the consistency of the 
input by requiring that: 

Around loop

g dx 0• =∫  (A.1-1) 

Junction Consistency:  At a junction between two components, a number of parameters (e.g., 
loss coefficients, hydraulic diameter, gravity vector) are specified for each component.  TRACG 
requires that identical inputs are specified for each component at a junction. 

A.2. Basic Models 

There are very few differences in the basic thermal-hydraulic models between TRACG 
and TRAC-BF1/MOD1, since these models were jointly developed by GEH and INEL.  A 
number of additional model features, however, have been included in TRACG. 

Multiple Noncondensable Gas Species:  The equations for the noncondensable gas component 
have been upgraded to simulate a mixture of multiple noncondensable gases including 
enhancements in the modeling of the noncondensable gas properties. 

Kinetic Energy:  Previous TRAC versions eliminated the kinetic energy term from the energy 
equations through algebraic manipulations involving the momentum equation.  In that form, the 
flow work in the energy equation was on a non-conserving form, and energy balance errors could 
occur.  TRACG avoids this problem by retaining the kinetic energy term in the energy equations 
(Section 3.1.2).   

Stratified Flow:  A stratified flow model is added to the flow regime map (Section 5.1.3). 

Friction:  TRACG uses the GEH design correlation for the wall friction (Section 6.2). 

Turbulent Mixing:  A simple, optional model for turbulent mixing between two cells was 
described in Section 6.7 in Revision 1 of this report but was removed in Revision 2.  Section 6.7 
has been reinstated in this revision.  This optional model remains unqualified. 

Condensation Heat Transfer:  The correlations for condensation heat transfer in TRACG are 
upgraded to include shear enhancement and degradation due to presence of noncondensable 
gases (Sections 6.5 and 6.6.11). 

Quenching:  The original model for quenching heat transfer from TRAC-P1A[9] has been 
replaced in TRACG (Section 6.6.13). 

Boiling Transition:  The GEXL-correlation is included in TRACG for calculation of boiling 
transition in the channel component (Section 6.6.6). 
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Pump Work:  The pump work is included in the energy equations (Section 7.2.1). 

A.3. Component Models 

There are a number of differences for the component models.  They all involve additional 
features, which have been added to TRACG. 

Pump:  A fully implicit integration scheme has been implemented for the calculation of the 
pump speed.  This includes a coupled solution for the pump fluid momentum equations (Section 
7.2.1).   

Jet Pump:  TRACG allows a more realistic simulation of the flare at the suction inlet to the jet 
pump (Section 7.6.1). 

Channel:  There are a number of differences for the channel component:  (1) the channel 
component is based on the tee component, allowing a fully implicit calculation of the leakage 
flow (Section 7.5); (2) calculation of the channel to bypass leakage flow has been upgraded to 
include all flow paths consistent with existing GEH design methods (Section 7.5.1); (3) 
simulation of the hydraulics inside the water rod has been included (Section 7.5.6); (4) dynamic 
gap conductance and cladding perforation models have been included consistent with existing 
GEH design methods (Section 7.5.2); (5) a hot rod model for bounding temperature calculations 
is included in TRACG (Section 7.5.7); and (6) critical power ratio is calculated (Section 7.5.5).   

Vessel Upper Plenum:  A model for the interaction between the ECC injected from the core 
spray spargers and the ambient fluid in the upper plenum of a BWR is included.  The model 
considers submerged jet and spray injection (Section 7.8.2). 

Vessel Bypass Heating:  When the kinetics option is applied, direct moderator heating of the 
bypass fluid is included (Section 9.4). 

Vessel Horizontal Heat Slabs:  In TRACG, one-dimensional heat slabs can be placed at a cell 
boundary between two vessel levels (Section 7.8). 

A.4. Kinetics 

TRACG utilizes a three-dimensional kinetics model consistent with the GEH three- 
dimensional core simulator PANACEA[3],[20] (Section 9.1).  It is a modified one-group model and  
includes six delayed neutron precursor groups.  Feedback from the thermal hydraulic model 
includes moderator density, fuel temperature, control rod and boron reactivity.  Several decay 
heat models are available.  Energy deposited in the fuel, structural elements and coolant are 
modeled. 

A.5. Control System 

Additional interfaces have been added to the control system model in TRACG, allowing 
more realistic simulation of the BWR (Section 10.0): 

BWR Instrumentation:  Additional inputs have been added to the control system to allow 
simulation of BWR instruments such as level sensors and LPRM’s. 

Reactivity Control:  Additional outputs have been added to the control system, allowing 
movement of the control rods. 
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Numerics:  TRACG has retained the explicit integration scheme for the control system from 
TRAC-BD1/MOD1[10], but TRACG allows the use of a smaller time step size for the control 
system than for the hydraulics. 

A.6. Numerics 

Several refinements have been made to the numerical integration scheme in TRACG.  
These refinements generally only affect the computer time and the robustness of the code and 
have only a small effect on the calculated results.  The following changes have been made 
(Section 8.0): 

Implicit Integration:  TRACG utilizes an optional semi-implicit or fully implicit integration of 
the hydraulic conservation equations for mass, momentum and energy for both one-dimensional 
and three-dimensional components.  In the semi-implicit integration scheme, only properties 
convected with the speed of sound are treated implicitly, whereas properties convected with the 
fluid speed are treated explicitly.  For the fully implicit integration, all convective terms are 
treated implicitly. 

Implicit Heat Transfer Coupling:  For the implicit integration scheme, a fully implicit heat 
transfer coupling between the heat conduction equation and the hydraulic equations is applied in 
TRACG. 
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APPENDIX B.   Thermodynamic and Transport Fluid Properties 

B.1. Introduction 

Thermodynamic and transport property subroutines used in TRACG are based on 
polynomial fits to steam table data for water and ideal gas behavior for the noncondensable gas.  
Transport property fits for water were obtained from Reference [200] and thermodynamic 
property fits were obtained from Reference [201].  Noncondensable gases are modeled as ideal 
gases.  The transport properties for the individual ideal gases as well as the techniques for 
combining these propreties are based on the recommended models described in Reference [206].  
The same  thermodynamic and transport property routines are used by all TRACG component 
modules.  Table B-1 through Table B-6 list the values of the constants that are used in property 
functions that are defined later in this appendix.  The nomenclature used in this appendix is 
consistent with the terminology defined in Section 3.0. 

 

Table B-1.  Polynomial Constants for Thermodynamic Properties of 

Water and Air 

C1 = 117.8 C31 = 338.0 
C2 = 0.223 C32 = 20.387 

C3 = 255.2 C33 = -5.3512 

C4 = 958.75 C34 = 370.4251 
C5 = -0.856 6  

C6 = 2.619 410 618 x 106  

C7 = -4.995 x 1010  

C8 = 3.403 x 105  

C9 = 1.066 554 48  

C10 = 1.02 x 10-8 C40 = 273.0 

C11 = -2.548 x 10-15 C41 = 239.36 

C12 = 2.589 600 x 106 C42 = 2.786 7 

C13 = 6.350 x 10-3 C43 = -5.776 26 

C14 = -1.058 2 x 10-9 C44 = 3.938 

C15 = 1.076 4 C45 = 1.0 x 10-6 

C16 = 3.625 x 10-10  

C17 = -9.063 x 10-17 C47 = 1.0 x 103 

 C48 = -0.15 x 103 
 C49 = -20.0 

C20 = 461.7  

C21 = 2.0 x 106 C51 = 0.657 x 10-6 
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Table B-1.  Polynomial Constants for Thermodynamic Properties of 

Water and Air 

 C52 = 2.996 018 036 x 103 

C23 = 647.3 C53 = 9.700 016 602 x 103 

C24 = 1.3 C54 = -8.448 077 393 x 103 
 C55 = 8.349 824 
C26 = 0.3 C56 = 3.495 194 44 x 102 
  
C28 = 1.0 x 105  

 Ck0 = -8.335 44 x 10-4 
C30 = 24821.0 Ck2 = -2.247 45 x 10-17 
  

ELC0 = 1.758 80 x 104 ELE0 = 2.283 789 029 x 109 
ELC1 = 3.740 2 x 103 ELE1 = -2.622 156 77 x 107 
ELC2 = 4.024 35 ELE2 = 1.129 486 67 x 105 
ELC3 = -0.015 729 4 ELE3 = -2.162 339 85 x 102 
ELC4 = 3.130 1 x 10-5 ELE4 = 0.155 283 438 
  

ELD0 = 6.185 27 x 106 Cvg = 714.9 

ELD1 = -8.145 47 x 104 R = 287.12 
ELD2 = 4.465 98 x 102  
ELD3 = -1.041 16  
ELD4 = 9.260 22 x 10-4  

CVL1 = 1.002 136 23 CVH1 = 2.252 62 
CVL2 = -5.632 785 x 10-5 CVH2 = 0.014 859 4 
CVL3 = -8.971 304 77 x 10-9 CVH3 = -7.154 88 x 10-5 
CVL4 = -2.282 874 59 x 10-5 CVH4 = -0.010 458 8 
CVL5 = 4.765 967 87 x 10-7 CVH5 = -1.029 62 x 10-4 
  
CVL6 = 5.021 318 x 10-10 CVH6 = 5.091 35 x 10-7 
CVL7 = 4.101 156 58 x 10-6 CVH7 = 2.592 66 x 10-5 
CVL8 = -3.803 989 08 x 10-9 CVH8 = 1.724 1 x 10-7 
CVL9 = -1.421 997 52 x 10-12 CVH9 = -8.984 19 x 10-10 
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Table B-2.  Derived Constants for Thermodynamic Properties  of 

Water and Air 

A1 = C1 • C2/C28 A11 = 2 • C26/(C24 • C20) 
A2 = C2 - 1.0 A13 = A11 • (1.0 + C26) 
A3 = -C4 • C5/C23 A12 = 1.0/A13 
A4 = C5 - 1.0 A14 = 1.0/C28 
A5 = C45 • C49 A15 = 1.0/C23 
  
A6 = 2 C45 • C48 A16 = 2 • C11 
A7 = 4 • C44 • C45 A17 = 2 • C14 
A8 = 3 • C43 • C45 A18 = 2 • C17 
A9 = 2 • C42 • C45 A19 = 2 • C48 • C45 
A10 = C41 • C45 A20 = C45 • C49 
  
DELC0 = ELC1 DELD0 = ELD1 
DELC1 = 2 • ELC2 DELD1 = 2 • ELD2 
DELC2 = 3 • ELC3 DELD2 = 3 • ELD3 
DELC3 = 4 • ELC4 DELD3 = 4 • ELD4 
  
DELE0 = ELE1  
DELE1 = 2 • ELE2  
DELE2 = 3 • ELE3  
DELE3 = 4 • ELE4  

 

Table B-3.  Basic Constants for Transport Properties of Water and 

Air 

B0� = 2.394 907 x 10-4 B1� = -5.196 250 x 10-13 

C0� = 1.193 203 x 10-11 C1� = 2.412 704 x 10-18 

D0� = -3.944 067 x 10-17 D1� = -1.680 771 x 10-24 

C1s = 1.688 359 68 x 103 
C2s = 0.602 985 6 

C3s = 4.820 979 623 x 102 

C4s = 2.953 179 05 x 107 
C5s = 1.8 

C6s = 4.60 x 102 
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Table B-4.  Liquid Viscosity Constants 

A0� = 1.299 470 229 x 10-3 B0� = -6.595 9 x 10-12 

A1� = -9.264 032 108 x 10-4 B1� = 6.763 x 10-12 

A2� = 3.810 470 61 x 10-4 B2� = 2.888 25 x 10-12 

A3� = -8.219 444 458 x 10-5 B3� = 4.452 5 x 10-13 

A4� = 7.022 437 984 x 10-6  

  

D0� = 3.026 032 306 x 10-4 E0� = 1.452 605 261 2 x 10-3 

D1� = -1.836 606 896 x 10-4 E1� = -6.988 008 498 5 x 10-9 

D2� = 7.567 075 775 x 10-5 E2� = 1.521 023 033 4 x 10-14 

D3� = -1.647 878 879 x 10-5 E3� = 1.230 319 494 6 x 10-20 

D4� = 1.416 457 633 x 10-6  

  

F0� = -3.806 350 753 3 x 10-11 h0 = 8.581 289 699 x 10-6 

F1� = 3.928 520 767 7 x 10-16 c0n = 4.265 884 x 104 

F2� = -1.258 579 929 2 x 10-21 Pi = 6.894 575 293 x 105 

F3� = 1.286 018 078 8 x 10-27  

  

h00 = 3.892 077 365 x 10-6 eh0 = 6.484 503 981 x 10-6 

ec0n = 5.535 88 x 104 cn = 4.014 676 x 105 

h1 = 2.76 x 105 h2 = 3.94 x 105 
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Table B-5.  Vapor Viscosity Constants 

A0g = 3.53 x 10-8 B1g = 0.407 x 10-7 

A1g = 6.765 x 10-11 C1g = 8.04 x 10-6 

A2g = 1.021 x 10-14 D1g = 1.858 x 10-7 
 E1g = 5.9 x 10-10 
  

F1g = -0.288 5 x 10-5 G1g = 176.0 

F2g = 0.242 7 x 10-7 G2g = -1.6 

F3g = -0.678 933 3 x 10-10 G3g = 0.004 8 

F4g = 0.631 703 703 7 x 10-13 G4g = -0.474 074 074 x 10-5 
  

H�1 = 1.708 x 10-5 Hu1 = 1.735 x 10-5 

H�2 = 5.927 x 10-8 Hu2 = 4.193 x 10-8 

H�3 = 8.14 x 10-11 Hu3 = 1.09 x 10-11 

  

T1 = 573.15  
T2 = 648.15  

 

Table B-6.  Thermal Conductivity Constants 

 h0 = 5.815 x 105 
 A�0 = 0.573 738 622 

 A�1 = 0.253 610 355 1 

 A�2 = -0.145 468 269 

 A�3 = 0.013 874 724 85 

 

 C = 2.148 2 x 105 
 

 Ag0 = 1.76 x 10-2 

 Ag1 = 5.87 x 10-5 

 Ag2 = 1.04 x 10-7 

 Ag3 = -4.51 x 10-11 
 

 Bg0 = 1.035 1 x 10-4 

 Bg1 = 0.419 8 x 10-6 

 Bg2 = -2.771 x 10-11 
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B.2. Thermodynamic Properties 

Thermodynamic properties for TRACG are calculated in the THERMO subroutine and 
the subprograms that it calls.  The input variables are pressure, liquid and vapor temperatures.  
The output variables include (a) saturation temperature, (b) the derivative of Tsat with respect to 
pressure, (c) internal energy, (d) density, (e) the derivatives of internal energy and density with 
respect to pressure for each phase and (f) the derivatives of internal energy and density with 
respect to temperature for each phase.  Subroutine THERMO also includes an ideal gas option to 
calculate the density, internal energy and their associated derivatives with respect to pressure and 
temperature for the sum of all noncondensable gases. 

The ranges of validity for the thermodynamic properties supplied by THERMO are 280.0 
K ≤ T� ≤ 647.0 K, 280.0 K ≤ Tv ≤ 3000.0 K, and 1.0 x 103 Pa ≤ P ≤ 190.0 x 105 Pa.  If 

THERMO is provided with data outside this range, it adjusts the data to the corresponding limit 
and issues a warning message. 

Polynomial equations for the various water properties calculated in THERMO are given 
in Sections B.2.1, B.2.2, and B.2.3.  Values of the constants are given in Table B-1 and Table 
B-2. 
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B.2.1. Saturated Water Properties 

B.2.1.1. Saturation Temperature (Tsat) 

The saturation temperature for water as a function of the pressure (P) is calculated from 

2C
sat 1 3 1 2T  = C Y + C  - dT  - dT   (B.2-1) 

where 

Y = A14P (B.2-2) 

and dT1 and dT2 are correction terms to improve the prediction at low pressures and are 
given by 

( )( )-2 -4 -7
1dT  = -1.298 + Y 4.01x10  - Y 3.548x10  - Y 9.62x10⋅  (B.2-3) 

( )( )
0.1481486.75

2 10dT 11.5 948.55 2.344785 log (Y) 31.75= + − −  (B.2-4) 

The input value for the pressure (pascals) is limited so that 602.87 ≤ P ≤ 2.2053E7. 

The derivative of the saturation temperature is obtained by analytical differentiation of the above 
expressions. 

B.2.1.2. Saturation Pressure (Psat) 

The pressure for saturated water as a function of the temperature (T) is calculated by 
solving Equation  for the pressure (P).  An initial approximate solution for the pressure is first 
obtained from 

( )
33

2

C

30 32 31 34
31

1
C

3
34

14 1

T
C exp C T-C T , T<C

C
P 

T-C1
, T C

A C

  
     
  

= 
  

≥  
 

 (B.2-5) 

Note that the second row on the RHS of Equation (B.2-5) is obtained from Equation (B.2-1) by 
assuming dT1= 0 and dT2= 0.  The derivative of Equation (B.2-5) with respect to temperature is 

( )

31 32
33 34

34
2 3

C CP
C , T<C

T TdP
PdT

, T C
C T-C

  
+   

= 
 ≥


 (B.2-6) 
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A Newton-Rhapson iteration is performed to update the saturation pressure and then evaluate the 
error in saturation temperature for that iteration.  The refined value for pressure for iteration n+1 
is determined from 

n+1 n n
sat sat

T

dP
P  = P  - ∆T

dT
 (B.2-7) 

where the temperature error is defined by 

( )n n
sat∆T  = T P  - T  (B.2-8) 

and ( )n
satT P  is evaluated from Equation (B.2-1).  The iterations continue until n∆T  < 1.E-4  or 

n > 10.  Convergence is usually achieved in 2 to 3 iterations and no instance has been observed 
where the iterations did not converge in less than 10 iterations. 

B.2.1.3. Internal Energy of Saturated Steam (esat) 

 For P ≤ C21 

sat 6 7
8

1.0
e C C

C P

 
= +  

+ 
 (B.2-9) 

For P > C21 

sat 12 14 13e C (C P C )P= + +  (B.2-10) 

For P ≤ C21 

2

sat
7

8

e 1.0
C

P C P

 ∂
= −  

∂ + 
 (B.2-11) 

and for P > C21 

sat
13 17

e
C A P.

P

∂
= +

∂
 (B.2-12) 
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B.2.1.4. Heat Capacity of Saturated or Superheated Steam 

55
56

1
ps 52 1 53 1 54

1

C
C

T
C C T (C T C )

T

 
+ 

 = + + +
 
 
 

 (B.2-13) 

and 

55
56

ps 1sat
15 54 53 1 2

1

2C
C

C TT
A C 2C T

P P T

  
+  ∂ ∂   = − + −

 ∂ ∂
 
  

 (B.2-14) 

where 

1 15 satT 1.0 A T .= −  (B.2-15) 

B.2.1.5. Saturated Vapor and Saturated Fluid Water Enthalpy 

g sat sh e= γ  (B.2-16) 

and 

g sat
s

h e

P P

∂ ∂
= γ

∂ ∂
 (B.2-17) 

where 

s 9 11 10 21

15 17 16 21

C (C P C )P for P C

C (C P C )Pfor P C

γ = + + ≤

= + + >
 (B.2-18) 

f sat
sat

P
h e (T )

(T )
= +

ρ
�

�

 (B.2-19) 

Tsat
sat

satf
2

sat sat T

Th 1 P

P P (T ) (T ) T P P

∂∂ ∂ρ ∂ρ ∂ρ 
= + − + 

∂ ∂ ρ ρ ∂ ∂ ∂ 
� � �

� �

 (B.2-20) 

and e�, ρ�, and their derivatives are evaluated using the equations for liquid water properties 

given below in Section B.2.2. 
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B.2.2. Liquid Water Properties 

Liquid water properties are specified in terms of the saturation pressure at the liquid 
temperature (PSL) that is evaluated as described in Section B.2.1.2 and the liquid temperature in 
Celsius that is denoted as TLC and is defined by 

TLC T 273.15= −
�

 (B.2-21) 

B.2.2.1. Liquid Water Internal Energy 

( )2
k0 k2ELP (P PSL) C C PSL= − +  (B.2-22) 

and 

2

2
k0 k2

A
1 14

C C (2 PSL p 3 PSL )
ERT .

A (A PSL)

− + ⋅ ⋅ − ⋅
=

⋅
 (B.2-23) 

There are three temperature domains used in evaluating the liquid internal energy: 

(1) T� < 548.15 

(2) 548.15 ≤ T� ≤ 611.15 

(3) T� > 611.15 

For T� < 548.15: 

2 3

4

e ELC0 ELC1 TLC ELC2 TLC ELC3 TLC

ELC4 TLC ELP.

= + ⋅ + ⋅ + ⋅

+ ⋅ +

�  (B.2-24) 

2 3e
DELC0 DELC1 TLC DELC2 TLC DELC3 TLC ERT.

T

∂
= + ⋅ + ⋅ + ⋅ +

∂
�  (B.2-25) 

For 548.15 ≤ T� ≤ 611.15: 

2 3

4

e ELD0 ELD1 TLC ELD2 TLC ELD3 TLC

ELD4 TLC ELP.

= + ⋅ + ⋅ + ⋅

+ ⋅ +

�  (B.2-26) 

2 3e
DELD0 DELD1 TLC DELD2 TLC DELD3 TLC ERT.

T

α
= + ⋅ + ⋅ + ⋅ +

∂
�  (B.2-27) 

For T� > 611.15: 

2 3

4

e ELE0 ELE1 TLC ELE2 TLC ELE3 TLC

ELE4 TLC ELP.

= + ⋅ + ⋅ + ⋅

+ ⋅ +

�  (B.2-28) 
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2 3e
DELE0 DELE1 TLC DELE2 TLC DELE3 TLC ERT.

T

α
= + ⋅ + ⋅ + ⋅ +

∂
�  (B.2-29) 

For all three temperature domains: 

2
k0 k2

e
C C PSL .

P

∂
= + ⋅

∂
�  (B.2-30) 

B.2.2.2. Liquid Water Density 

Define the pressure in units of bar as 

PBAR = 1.0 x 10-5 P (B.2-31) 

There are three temperature domains: 

• (1) T� > 525.15 

• (2) T� < 521.15 

• (3) 521.15 ≤ T� ≤ 525.15 

For T� > 525.15: 

( )2 2
1 1

1000
1.43

CVH1 CVH2 PBAR CVH3 PBAR TLC TLC
ρ = +

+ ⋅ + ⋅ +β ⋅ + γ ⋅
�

 (B.2-32) 

2 8

2

( 1.43) 1.0 x10 [CVH2 2 CVH3 PBAR
P

TLC(CVH5 2 CVH6 PBAR) TLC (CVH8 2 CVH9 PBAR)]

−∂ρ
= − ρ − ⋅ + ⋅ ⋅

∂

+ + ⋅ ⋅ + + ⋅ ⋅

�

�  (B.2-33) 

2 3
1 1( 1.43) 1.0 x10 ( 2 TLC)

T
−∂ρ

= − ρ − β + ⋅γ ⋅
∂
�

�

�

 (B.2-34) 

where 
2

1 CVH4 CVH5 PBAR CVH6 PBARβ = + ⋅ + ⋅  (B.2-35) 

and 
2

1 CVH7 CVH8 PBAR CVH9 PBAR .γ = + ⋅ + ⋅  (B.2-36) 

For T� < 521.15: 

( )2 2
1 1

1000
2.01

CVL1 CVL2 PBAR CVL3 PBAR ) TLC TLC
ρ = −

+ ⋅ + ⋅ +β ⋅ + γ ⋅
�

 (B.2-37) 
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2 8

2

( 2.01) 1.0 x10 [CVL2 2 CVL3 PBAR
P

TLC(CVL5 2 CVL6 PBAR) TLC (CVL8 2 CVL9 PBAR)]

−∂ρ
= − ρ + ⋅ + ⋅ ⋅

∂

+ + ⋅ ⋅ + + ⋅ ⋅

�

�  (B.2-38) 

2 3
1 1( 2.01) 1.0 x10 ( 2 TLC)

T
−∂ρ

= − ρ + ⋅ β + ⋅γ ⋅
∂
�

�

�

 (B.2-39) 

where 
2

1 CVL4 CVL5 PBAR CVL6 PBARβ = + ⋅ + ⋅  (B.2-40) 

2
1 CVL7 CVL8 PBAR CVL9 PBAR .γ = + ⋅ + ⋅  (B.2-41) 

For 521.15 ≤ T� ≤ 525.15, an average of the functions in Equations (B.2-32) and (B.2-37) 

is used in this range.  Call the two values ρ�a and ρ�b, then: 

b a

525.15 T T 521.15

4.0 4.0

− −   
ρ = ρ + ρ   

   
� �

� � �
 (B.2-42) 

b a525.15 T T 521.15

P 4.0 P 4.0 P

∂ρ ∂ρ∂ρ − −   
= +   

∂ ∂ ∂   
� �� � �  (B.2-43) 

b a a b525.15 T T 521.15
.

T 4.0 T 4.0 T 4.0

∂ρ ∂ρ ρ −ρ∂ρ − −   
= + +   

∂ ∂ ∂   
� � � �� � �

� � �

 (B.2-44) 

After evaluation above, a pressure correction is applied to ρ
�
 and its derivatives.  In the 

following, the values calculated in Equations (B.2-32) through (B.2-39) are denoted by a tilde 
(~). 

a) P ≥ 4.0 x 105 Pa 

P P

1000
1

T P T

   ∂ρ ∂ρ 
= −    

∂ ∂    

� �

� �

�
 (B.2-45) 

2
T T

10001000
1

P P P P

∂ρ ∂ρ ρ    
= − +    

∂ ∂    
� �

� � �
� �

 (B.2-46) 

1000
1 .

P
 

ρ = − ρ 
 

� �
�  (B.2-47) 

b) P ≤ 4.0 x 105 Pa 
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9

P P

(0.995 6.25 10 P)
T T

−   ∂ρ ∂ρ
= + ×   

∂ ∂   

� �

� �

�
 (B.2-48) 

9 9

T T

(0.995 6.25 10 P) 6.25x10
P P

− −∂ρ ∂ρ   
= + × + ρ   

∂ ∂   
� �

� �

�

�
�  (B.2-49) 

9(0.995 6.25x10 P) .−ρ = + ρ
� �

�  (B.2-50) 

B.2.2.3. Liquid Water Enthalpy 

Enthalpy is not evaluated by the water property routines, but may be evaluated easily 
from 

P
h e .= +

ρ
� �

�

 (B.2-51) 

B.2.3. Water Vapor Properties 

B.2.3.1. Superheated Water Vapor 

(Tv - Tsat) > 0. 

B.2.3.1.1 Superheated Water Vapor Internal Energy 

( )
1/ 2

2 sat
s sat 12 v sat v

11 ps

T
e e A (T T ) T

(A C 1.0)
 = + − + −β −  −

 (B.2-52) 

where 

2
sat 2

11 ps

1.0
T 1.0

(A C 1.0)

 
β = − 

−  
 (B.2-53) 

1.0

s 13
2

v

e A
1.0

T 2 k

−
∂  β  

= −  ∂   
 (B.2-54) 

13 s sat sat
11 ps

1.0
k A (e e ) T 1.0

(A C 1.0)

 
= − + + 

−  
 (B.2-55) 

s s
2

v

e e1 k 1
1.0

P 2 T k P k P

 ∂ ∂  β ∂ ∂β  
= − − +    ∂ ∂ ∂ ∂   

 (B.2-56) 
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sat sat
13

11 ps

ps
sat 11 2

11 ps

e Tk 1.0
A 1.0

P P (A C 1.0) P

C1.0
T A

(A C 1.0) P

 ∂ ∂∂
= − + + 

∂ ∂ − ∂  

  ∂
−  

− ∂  

 (B.2-57) 

and 

3
pssat sat 11

3
sat 11 ps

CT T A2.0
.

P T P (A C 1.0) P

  ∂ ∂∂β  
= β +    

∂ ∂ − ∂     
 (B.2-58) 

B.2.3.1.2 Superheated Water Vapor Density 

s
s sat 26 s sat

P

[( 1.0)e C (e e )]
ρ =

γ − + −
 (B.2-59) 

s s 26 s

v v s sat 26 s sat

e C

T T ( 1.0)e C (e e )

   ∂ρ ∂ ρ
= −   

∂ ∂ γ − + −   
 (B.2-60) 

and 

s s sat
s sat s 26

s s

s sat 26 s sat s

e1.0
e ( 1.0 C )

P P P P

e1.0

( 1.0)e C (e e ) e P

∂ρ  ∂γ ∂  
= ρ − + γ − −   ∂ ∂ ∂  

   ∂ρ ∂  
+     

γ − + − ∂ ∂    

 (B.2-61) 

where 

10 16 21s

16 18 21

C A P , P C

C A P ,P CP

+ ≤∂γ
= 

+ >∂ 
 (B.2-62) 

and 

s 26 s

s s sat 26 s sat

C
.

e [( 1.0)e C (e e )]

∂ρ − ρ
=

∂ γ − + −
 (B.2-63) 

If ρs exceeds 0.9ρ� or is < 0, Equations (B.2-59), (B.2-60), and (B.2-61) are superseded 

by 

s 0.9ρ = ρ
�
 (B.2-64) 
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s

v

0.9
T T

 ∂ρ ∂ρ
=  

∂ ∂ 

�

�

 (B.2-65) 

and 

s 0.9
P P

∂ρ ∂ρ 
=  

∂ ∂ 
�  (B.2-66) 

B.2.3.1.3 Superheated Water Vapor Enthalpy 

Enthalpy is not evaluated by the water property routines, but may be calculated easily 
from 

s s
s

P
h e .= +

ρ
 (B.2-67) 

B.2.3.2. Sub-cooled and Saturated Water Vapor 

(Tv - Tsat) ≤ 0. 

B.2.3.2.1 Sub-cooled and Saturated Water Vapor Internal Energy 

ps
s sat v sat

24

C
e e (T T )

C
= + −  (B.2-68) 

pss

v 24

Ce

T C

∂
=

∂
 (B.2-69) 

pss s sat sat s sat24

v ps ps

Ce e T e (e e )C

P T P C P C P

    ∂   ∂ ∂ ∂ ∂ − 
= − − +        ∂ ∂ ∂ ∂ ∂         

 (B.2-70) 

B.2.3.1.2 Sub-cooled and Saturated Water Vapor Density 

The formulas are identical to the superheated vapor case above, but the sub-cooled vapor 
energy is used in this case. 

B.2.3.2.3 Sub-cooled and Saturated Water Vapor Enthalpy 

Enthalpy is not evaluated by the water property routines, but may be calculated easily 
from 

s s
s

P
h e .= +

ρ
 (B.2-71) 
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B.2.4. Noncondensable Gases (NCG) 

TRACG04 can calculate the nodal masses of up to 99 indivual noncondensable gases 
(NCG).  By default, a single noncondensable gas is assumed to be air unless it is respecified by 
the user input.  The user input for each NCG has been enhanced in TRACG04 so that both 
thermodynamic and transport properties of each gas can be calculated.  Each NCG is modeled as 
an ideal gas.  The transport and thermodynamic properties for mixtures of these gases are also 
calculated to determine the impact on the gas momentum equation and the nodal pressures in the 
pressure network solution.  For each NCG (n), values for the following four constants are needed 
to calculate the properties: (1) constant volume specific heat ( vnc [J /(kg K)]⋅ ), (2) molecular 

weight ( WnM [kg-mole] ), (3) Lennard-Jones parameter for collision diameter ( n
 σ  Å ), and (4) 

Lennard-Jones parameter for characteristic energy ( ( ) [ ]
n

Kk
ε ).  The user is assisted in 

definining these four inputs because built-in values are available for the following gases: air, 
argon, carbon monoxide, carbon dioxided, di-atomic hydrogen, steam, mono-atomic helium, di-
atomic nitrogen and di-atomic oxygen.  See the TRACG04 User’s Manual for the values of the 
built-in constants.  Note that the option for modeling steam as an ideal gas is provided only to 
allow comparisons with other codes that make this approximation; steam does not behave like an 
ideal gas at most pressures and temperatures of interest so use of this option is not recommended 
for most applications. 

TRACG02 required the gas constant ( nR ) for the NCG that was being modeled and 

contained a built-in value for air.  TRACG04 requires the molecular weight instead because the 
molecular weight is needed when determining the properties of mixtures of noncondensable 
gases.  TRACG04 calculates the value of nR  from the universal gas constant ( uR ) by applying 

the familiar relationship 

u
n

Wn

R
R

M
=  (B.2-72) 

where the value ( )uR 8314.339009 [N m / kg-mole K ]= ⋅ ⋅  is built into the code. 

B.2.4.1. NCG Density determined from NCG Pressure and Vapor Temperature 

n
n

n v

P

R T
ρ =  (B.2-73) 

N N
an

a n
n 1 n 1v n a v

PP1

T R R T= =

ρ = ρ = =∑ ∑  (B.2-74) 

N

a n
n 1

P P
=

=∑  (B.2-75) 
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N

n n N
n 1

a n nN
n 1a

n n
n 1

R
1

R R
R

=

=

=

ρ

= = ρ
ρ

ρ

∑
∑

∑
 (B.2-76) 

n

n n v

1.0

P R T

∂ρ
=

∂
 (B.2-77) 

a

a a v

1.0

P R T

∂ρ
=

∂
 (B.2-78) 

n n
2

v n v

P

T R T

∂ρ −
=

∂
 (B.2-79) 

a a
2

v a a

P

T R T

∂ρ −
=

∂
 (B.2-80) 

The gas constant ( aR ) as defined for the NCG mixture in Equation (B.2-76) depends on the local 

composition of the NCG mixture.  A nodal gas constant defined in this way is useful because it 
allows the effects of multiple NC gases on the nodal pressure to be treated without individually 
considering each NCG species.  Of course, it is still necessary to transport the individual NC 
gases in order to solve the nodal mass conservation equations for each NCG species. 

B.2.4.2. NCG Internal Energy determined from Vapor Temperature 

n vn ve c T=  (B.2-81) 

N N

a a n n n vn v
n 1 n 1

e e c T
= =

ρ = ρ = ρ∑ ∑  (B.2-82) 

N N

a n n n vn v va v
n 1 n 1a a

1 1
e e c T c T

= =

= ρ = ρ =
ρ ρ
∑ ∑  (B.2-83) 

N

va n vn
n 1a

1
c c

=

= ρ
ρ
∑  (B.2-84) 

n
vn

v

e
c

T

∂
=

∂
 (B.2-85) 

a
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v

e
c

T

∂
=

∂
 (B.2-86) 
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n

n

e
0.0

P

∂
=

∂
 (B.2-87) 

a

a

e
0.0

P

∂
=

∂
 (B.2-88) 

The constant volume specific heat ( vac ) as defined for the NCG mixture in Equation (B.2-84) 

depends on the local composition of the NCG mixture.  A nodal value of vac  defined in this way 

is useful because it allows the effects of multiple NC gases in the nodal equations for the vapor 
energy to be considered without individually considering each NCG species.  Of course, it is still 
necessary to transport the individual NC gases in order to solve the nodal mass conservation 
equations for each NCG species. 

B.2.4.3. Thermodynamic Properties of NCG and Steam Mixtures 

In accordance with Dalton’s law, the density of a mixture of steam and one or more 
noncondensable gases is the sum of the partial densities of all the components 

N

v s a s n
n 1=

ρ = ρ + ρ = ρ + ρ∑  (B.2-89) 

Similarly, the internal energy of a mixture of steam and noncondensable gas is given by the 
density-weighted average of the internal energies of all the components 

( )
( )

N

s s n n
n 1s s a a

v N
s a

s n
n 1

e e
e e

e =

=

 
ρ + ρ ρ + ρ  = =

ρ + ρ  
ρ + ρ 
 

∑

∑
 (B.2-90) 
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B.3. Transport Properties 

B.3.1. Water Transport Properties 

Subroutine FPROP is used in TRACG to obtain transport properties for water.  The input 
variables for this routine are (a) the saturation temperature, (b) pressure, (c) enthalpies of each 
phase, (d) vapor density, and (e) the vapor temperature.  The output transport variables include 
(a) the latent heat of vaporization, (b) surface tension, (c) constant pressure specific heat, (d) 
viscosity, and (e) thermal conductivity of each phase.  The transport property calls are function 
calls from within subroutine FPROP.  The polynomial equation fits for the water transport 
properties used in FPROP are described below.  Values of the constants are given in Table B-3 
through Table B-6. 

Transport properties for noncondensable gases are described separately in Section B.3.2 
of this appendix. 

B.3.1.1. Latent Heat of Vaporization for Water 

fg g fh h h= −  (B.3-1) 

where hg is calculated using Equation (B.2-16) and 

f

P
h e= +

ρ
�

�

 (B.3-2) 

where e� and ρ� are calculated at saturation conditions according to Section B.2.2. 

B.3.1.2. Constant Pressure Specific Heats for Water 

Constants used in this section are given in Table B-3. 

{ }
1

p 0 1 0 1 0 1c h h (D D P) (C C P) B B P
−

 = + + + + + � � � � � � � � �
 (B.3-3) 

3
3s s 4s s

ps 1s 2s v 2.4 9
5s v 6s 5s v 6s

C P C P
c C C T .

(C T C ) (C T C )
= + + +

− −
 (B.3-4) 

where the s aP P P= −  is the partial pressure of the steam. 
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B.3.1.3. Fluid Viscosities for Water 

B.3.1.4. Fluid Viscosity for Liquid Water 

Constants used in this section are given in Table B-4.  The evaluation of liquid viscosity 
is divided into three different enthalpy ranges: 

• (1) h� ≤ h1 

• (2) h1 < h ≤ h2 

• (3) h� > h2 

For h� ≤ h1: 

( )

( )

2 3 4
0 1 2 3 4

2 3
0 1 2 3 i

A A x A x A x A x

B B B B (P P )

µ = + + + +

− + η+ η + η −

� � � � � �

� � � �

 (B.3-5) 

where 

0n 0x (h c )h= −
�

 (B.3-6) 

and 

c0n h0(h e )e .η= −
�

 (B.3-7) 

In the range h1 < h ≤ h2 

( )

( )

2 3
0 1 2 3

2 3
0 1 2 3 i

E E h E h E h

F F h F h F h (P P ).

µ = + + +

+ + + + −

� � � � � � � �

� � � � � � �

 (B.3-8) 

For h� > h2 

( )2 3 4
0 1 2 3 4D D z D z D z D zµ = + + + +

� � � � � �
 (B.3-9) 

where 

n 00z (h c )h .= −
�

 (B.3-10) 
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B.3.1.5. Fluid Viscosity for Water Vapor 

Constants used in this section are given in Table B-5.  Three vapor temperature ranges 
are used to represent the data: 

• (1) Tv ≤ T1 

• (2) T1 < Tv < T2 

• (3) Tv ≥ T2 

For Tv ≤ T1: 

s 1g v 1g s 1g 1g vB (T 273.15) C D E (T 273.15) .   µ = − + −ρ − −     (B.3-11) 

If µs < 10-7 is calculated, then it is reset so µs = 10-7. 

For T1 < Tv < T2: 

( )

s 1g v 1g s 1g 2g v

2 2
3g v 4g v

2
s 1g 2g v 3g v

3 2
4g v 0g 1g s 2g s

B (T 273.15) C F F (T 273.15)

F (T 273.15) F (T 273.15)

G G (T 273.15) G (T 273.15)

G (T 273.15) A A A .

µ = − + −ρ + −

+ − + − 

+ρ + − + −

+ − + ρ + ρ

 (B.3-12) 

For Tv ≥ T2: 

( )2
s 1g v 1g s 0g 1g s 2g sB (T 273.15) C A A A .µ = − + −ρ + ρ + ρ  (B.3-13) 
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B.3.1.6. Fluid Thermal Conductivities for Water 

Thermal Conductivity for Liquid Water 

The thermal conductivity for liquid water is given by: 
2 3

0 1 k 2 k 3 kk A A x A x A x= + + +
� � � � �

 (B.3-14) 

where 

k
0

h
x

h
= �  (B.3-15) 

The constants are given in Table B-6. 

Thermal Conductivity for Water Vapor 

For the water vapor, the thermal conductivity is given by: 

s
s 1 s 2 4.2

v

C
k x x

(T 273.15)

 ρ
= +ρ + 

− 
 (B.3-16) 

where 

2 3
1 g0 g1 v g2 v g3 vx A A (T 273.15) A (T 273.15) A (T 273.15)= + − + − + −  (B.3-17) 

and 

2
2 g0 g1 v g2 vx B B (T 273.15) B (T 273.15) .= + − + −  (B.3-18) 

The constants are given in Table B-6. 
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B.3.1.7. Surface Tension for Water 

The surface tension for water is calculated from 

2 3 4 5
21 3 4 5 sat

sat

S TR S TR S TR S TR ,T 647.3
 = 

0 ,T 647.3

 + + + <
σ 

≥
 (B.3-19) 

where 

TR = 647.3- Tsat (B.3-20) 

S0 = 0.83 (B.3-21) 

S1 =  1.160936807 x 10-4 (B.3-22) 

S2 =  1.12140468 x 10-6 (B.3-23) 

S3 = -5.752805180 x 10-9 (B.3-24) 

S4 = 1.286274650 x 10-11 (B.3-25) 

S5 = -1.149719290 x 10-14 (B.3-26) 

1
21 2

0

S
S  = S

1 S TR

 
+  

+ 
 (B.3-27) 
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B.3.2. NCG Transport Properties 

B.3.2.1. Constant Pressure Specific Heat for Noncondensable Gases 

Previously TRACG02 modeled the constant pressure specific heat assuming that the 
NCG was air.  For TRACG04, the modeling is extended to include each individual NCG 
species. 

For an ideal gas “n”, the constant pressure specific heat is related to the constant volume 
specific heat by 

 pn n vnc R c= +  (B.3-28) 

It follows from the definitions of aR  and vac  developed previously that for the composite 

mixture of all NC gases that 

 pa a vac R c= +  (B.3-29) 

B.3.2.2. Fluid Viscosity for Noncondensable Gases 

Previously TRACG02 modeled the fluid viscosity assuming that the NCG was air.  For 
TRACG04, the absolute fluid viscosity for each individual NCG species ( nµ ) is 

calculated as a function of the gas mixture temperature ( vT ) using the general Chapman-

Enskog treatment described in Equation (9-3.9) of Reference [206]. 

 Wn v2
n 2

n vn

M T
N s m 26.69E-7 − µ ⋅ ⋅ =  σ Ω

 (B.3-30) 

where for each NCG species “n” 

WnM [kg-mole]  is the molecular weight of the NCG species as determined from the built-

in values for select gases or the user input, n
 σ  Å  is the Lennard-Jones parameter for 

collision diameter as determined from the built-in values for select gases or the user 
input, and vnΩ is the calculated collision integral. 

The collision integral has a value of unity if the molecules do not attract each other.  The 
collision integral is related to the dimensionless temperature ( *

nT ) which is the absolute 

temperature divided by the Lennard-Jones parameter for characteristic energy 

( ( ) [ ]
n

Kk
ε ).  Values of ( )

nk
ε  are determined from built-in values for select gases or the 

user input.  The collision integral for each NCG species is evaluated using Neufel’s 
empirical equation provided as Equation (9-4.3) in Reference [206]. 

 ( )
B*

vn nA T C E
−

Ω = + +  (B.3-31) 

where 
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( )

* v
n

n

T
T

k

=
ε

 (B.3-32) 

 A 1.16145=  (B.3-33) 

 B 0.14874=  (B.3-34) 

 
( )* *

n n

*
n

0.52487 exp D T ,D T 40
C

0 ,D T 40

 − ⋅ ⋅ <
= 

⋅ ≥
 (B.3-35) 

 D 0.77320=  (B.3-36) 

 
( )* *

n n

*
n

2.16178exp F T ,F T 40
E

0 ,F T 40

 − ⋅ ⋅ <
= 

⋅ ≥
 (B.3-37) 

 F 2.43787=  (B.3-38) 

Zero values for “C” and “E” are used for large values of *
nT  to eliminate the need to 

evaluate the associated exponential term for cases where underflow may occur. 

B.3.2.3. Fluid Thermal Conductivity for Noncondensable Gases 

Previously TRACG02 modeled the fluid thermal conductivity assuming that the NCG 
was air.  For TRACG04, the fluid thermal conductivity ( nk ) for each individual NCG 

species is calculated as a function of the gas mixture temperature ( vT ) using Equation 

(10-2.2) of Reference [206]. 

 ( )
v

Wn
n 2

n vn

T
M

k J m s K 418.68 1.989E-4 

 
 
 ⋅ ⋅ =   σ Ω 
 
 

 (B.3-39) 

The “418.68” factor in Equation (B.3-39) converts the expression from units of 
cal/(cm.s.K) to units of J/(m.s.K).  Note the similarity between Equation (B.3-39) and the 
expression for absolute fluid viscosity in Equation (B.3-30) of Section B.3.2.2.  The other 
terms on the RHS of (B.3-39) were defined in Section B.3.2.2. 
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B.3.3. Transport Properties of NCG and Steam Mixtures 

B.3.3.1. Constant Pressure Specific Heat of NCG and Steam Mixtures 

The constant pressure specific heats are used in some heat transfer correlations, so it is 
useful to define how this quantity is evaluated for a mixture of steam and noncondensable 
gases.  The constant pressure specific heat for steam as given by Equation (B.3-4) in 
Section B.3.1.2 depends on the steam partial pressure which is related to the total 
pressure and the partial pressure of the noncondensable gas mixture by s aP P P= − .  As 

the amount of noncondensable gases increases relative to the amount of steam, the partial 
density of the noncondensable gases relative to the partial density of steam also increases.  
The impact that this has on the specific heat of the mixture of steam and noncondensable 
gases is modeled as 

 ( )pv s ps a pa
v

1
c c c= ρ + ρ

ρ
 (B.3-40) 

where psc  is defined by Equation (B.3-4) and pac  is defined by Equation (B.3-29). 

B.3.3.2. Absolute Fluid Viscosity of NCG and Steam Mixtures 

The absolute viscosity of gas mixtures is calculated using the component gas viscosities 
and kinetic theory of Chapman-Enskog as described in Section 9-5 of Reference [206].  
Neglecting second-order effects, the rigorous solution is approximated as indicated in 
Equation (9-5.1) of Reference [206] by the series 

 
N

i i
v N

i 0
j ij

j 0

y

y=

=

µ
µ =

φ
∑
∑

 (B.3-41) 

The “i” and “j” subscripts indicate the component gases and “y” is the mole fraction.  For 
convenience, an index of value of zero is used to denote steam so that the NCG 
components are denoted by subscript values from 1 to N.  The absolute viscosity for 
steam corresponding to 0 sµ = µ is determined from Equations (B.3-11), (B.3-12) and 

(B.3-13).  The absolute viscosities for the NCG components corresponding to indices 
1,…,N are determined from Equation (B.3-30).  Wilke’s approximation to Sutherland’s 
kinetic theory model is applied to estimate the ijφ parameters from 

 

21 1

2 4
Wji

j Wi

ij 1

2
Wi

Wj

M
1 M

M8 1 M

 
   µ +    µ    

 φ =

  
+  

  

 (B.3-42) 

The definition of mole fractions can be applied to Equation (B.3-41) to get the more 
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convenient form in terms of partial densities  

 

i
iN N

Wi i i
v NN

ji 0 i 0 Wi
j ijij

j 0j 0 WjWj

M
M

MM
= =

==

ρ
µ

ρ µ
µ = =

ρ
ρ φφ

∑ ∑
∑∑

 (B.3-43) 

B.3.3.3. Fluid Thermal Conductivity of NCG and Steam Mixtures 

The thermal conductivity of gas mixtures is calculated using the component gas thermal 
conductivities and the Mason and Saxena modification for Wassijewa’s equation as 
described in Section 10-6 of Reference [206].  Then analogous to the expression for the 
absolute fluid viscosity for a mixture, the expression for the thermal conductivity for a 
mixture of gases becomes 

  

i
iN N

Wi i i
v NN

ji 0 i 0 Wi
j ijij

j 0j 0 WjWj

k
M k

k
M

MM
= =

==

ρ

ρ
= =

ρ
ρ φφ

∑ ∑
∑∑

 (B.3-44) 

As before, index 0 is used for the steam and indices 1,…,N  are used for the 
noncondensable gases.  The thermal conductivity for steam corresponding to 0 sk k= is 

determined from Equation (B.3-16) and the thermal conductivities for the NCG 
components corresponding to indices 1,…,N are determined from Equation (B.3-39).  
The expression for ijφ  from Equation (B.3-42) applies except that the viscosity ratio 

i

j

µ
µ

is replaced by the conductivity ratio i

j

k
k . 
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B.3.4. Boron Solubility Limits 

In TRACG04 the elemental boron concentrations are defined relative to the density of the water 
mixture instead of the density of the liquid water only as was done in prior versions of TRACG.  
This change was made so that the definition of boron concentration in TRACG04 will be 
identical to the definition used in TGBLA06.  PANAC11 relies on the boron concentrations 
defined by TGBLA06 so by assuring consistency with TGBLA06 we are also assuring 
consistency with PANAC11.  The boron solubility limit ( b,maxc ) for a fluid node is defined as a 

function of the liquid temperature ( T
�
) for the node as the maximum ratio of elemental boron 

mass in solution to water mass in the node.  This revised definition for TRACG04 is consistent 
with how elemental boron concentrations are defined and applied and provides the flexibility to 
model different borated molecules.  The TRACG04 functional form defining the solubility limit 
for elemental boron is [[ 

]] 

For purposes of relating these TRACG04 constants to those used previously, it is useful to 
introduce the factor “f” defined by 

( )Bm

Bm

B10 B10 B10 B11M
f

W

E W 1 E W
=

⋅ + −    (B.3-51) 

where 

B10W  is the atomic weight of B10 atoms and 

B11W  is the atomic weight of B11 atoms. 

The remaining terms have the same definition as in Section 9.5. 

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(
b
) 
(
7
)
(
D
)
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B10E  is the fraction of boron atoms that are B10 atoms (Default=0.198); 

BmM  is the number of boron atoms in the boron molecule that is being modeled 

(Default=1.0); 

BmW  is the molecular weight of the boron molecule (Default=10.812025). 

For the default configuration where the boron is expressed as elemental boron, the value of f is 
1.0 for any enrichment.  For sodium pentaborate with naturally enriched boron ( B10E 0.198= ) the 

value of f  is 0.183186.  The factor f  is useful because it allows the elemental concentration of 
boron ( BC ) in parts per million (ppm) to be simply expressed for any boron molecule at any B10 

enrichment using the following transformation 

[ ]
3

B6
B 3

H2O

C f 10
kg/m

ppm
kg/m

= ⋅
 ρ  ⋅
 ρ  

 (B.3-52) 

where H2Oρ  is the density of water at the local conditions.  For the default model where 

elemental boron is assumed and f 1.0=  for all enrichments, the local elemental boron 
concentration is easily related to the ratio of the local boron density to the local water density.  
Table B-7 shows how the boron density at a FILL can be adjusted to achieve the same 
concentration of B10 atoms depending on the molecular weight and the number of boron atoms 
in the borated molecule.  Thus for the default model to achieve an elemental boron concentration 
of 1000 ppm in sub-cooled water at 20ºC and a pressure of 1 bar where the water density is 
998.232 kg/m3, the boron density must be 0.998232 kg/m3 as indicated in  Table B-7.  It is 
anticipated that most applications will not need to model the complexities of the actual boron 
molecule because it is not necessary to account for the boron mass.  For most applications, it is 
sufficient to account for only the effect that B10 has on neutron absorption and this can be done 
using elemental boron; nevertheless, the flexibility to model other boron molecules has been 
provided. 

The TRACG04 values [[   ]] in terms of elemental boron can be related 

to the values expressed in TRACG02 where the borated molecule was assumed to be sodium 
pentaborate with natural boron.  Let “z” be the TRACG04 value and “y%” be the TRACG02 
value, then the relationship is 

yf y%
z

100% y%

⋅
=

−
 (B.3-53) 

where fy = 0.183186 is simply the value obtained from Equation (B.3-51) for naturally enriched 
sodium pentaborate where B10E 0.198=  and BmW 590.22194= .  [[  

  
 

 
 ]]  Figure B-1 depicts the same boron solubility data plotted using 

(
b
) 
(
7
)
(
D
)

(b) (7)(D)
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the two different scales where the “y%” scale is on the left and the “z” scale is on the right.  [[  
  

  
 ]]  Figure B-2 

illustrates how the TRACG04 model for boron solubility (with default values for the 
coefficients) compares with the tabulated solubility data for sodium pentaborate. 
 

Table B-7.  Relationships between BORCIN and the Characteristics of the 

Boron Molecule 

Description 

Enrichment:  

fraction of 

boron atoms 

that are B10 

atoms 

Number of 

Boron atoms 

in the Boron 

Molecule 

Molecular 

Weight of the 

Boron 

Molecule 

Boron 

density 

specified 

for a FILL 

Symbol 
B10E  BmM  BmW  Bρ  

Code Input Name  AB10 BORNUM BORMWT BORCIN 
Units none atoms/molecule gm/gm-mole kg/m3 
Value for elemental 
boron (DEFAULT) 

0.198 1.0 10.812025 0.998232* 

Value for sodium 
pentaborate 

2 2 3 2Na O 5B O 10H O⋅ ⋅  

0.198 10.0 590.22194 5.449288* 

* Values are those corresponding to an elemental boron concentration of 1000 ppm in sub-cooled 
water at 20ºC and a pressure of 1 bar.  At these conditions, the liquid water density is 998.232 
kg/m3. 

(b
) 
(7
)
(D
)
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Figure B-1. Simulation of Supplier’s Solubility Limits Expressed in 

TRACG02A and TRACG04 Forms 
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Figure B-2. TRACG04 Model for Elemental Boron Solubility 
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B.4. Verification of Water Thermodynamic and Transport Properties 

The TRACG thermodynamic and transport fluid properties for water are consistent with the 
properties used in TRAC-BD1.  These properties have been compared to steam table data over a 
wide range of conditions in Reference [202].  This assessment found good agreement for both 
thermodynamic and transport properties throughout the saturation and non-equilibrium regions.  
Additional assessment to confirm this conclusion was performed by comparing the TRACG 
values to ASME steam table values.  A summary of these comparisons is provided in Table B-8 
through Table B-10. 
 

Table B-8.  Comparison of Saturation Properties  

(14.7 < P < 1500 psia) 

RMS Error∗∗∗∗(%) 
Property 

 Liquid Vapor 

Saturation Temperature 0.17   
Enthalpy  0.16 0.07 
Specific Volume  0.23 0.49 
Specific Heat  2.94 5.13 
Thermal Conductivity  2.28 0.17 
Viscosity  2.27 0.14 
Surface Tension 0.21   

∗Error = (ASME-TRACG)/ASME 

 
Table B-9.  RMS Error∗∗∗∗ (%) of Sub-cooled Liquid Properties 

(100°°°°F < T < Tsat) 

 Pressure (psia) 

Property 14.7 250 500 750 1000 1250 1500 
Enthalpy 1.78 0.84 0.56 0.43 0.48 0.63 0.82 
Specific Volume 0.20 0.20 0.18 0.19 0.22 0.23 0.24 
Specific Heat 0.38 0.27 0.23 0.30 0.42 0.60 0.89 
Thermal Conductivity 0.72 1.07 1.09 1.10 0.98 0.84 0.68 
Viscosity 2.16 2.95 2.71 2.47 2.18 1.91 1.70 

∗Error = (ASME-TRACG)/ASME 
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Table B-10.  RMS Error∗∗∗∗ (%) of Superheated Steam Properties 

(1500°°°°F > T > Tsat) 

Pressure (psia) 
Property 

14.7 250 500 750 1000 1250 1500 

Enthalpy 0.74 0.52 0.33 0.30 0.55 0.96 1.59 
Specific Volume 0.40 2.35 1.86 1.30 0.55 0.74 2.16 
Specific Heat 1.16 1.25 1.38 1.21 1.10 0.67 0.87 
Thermal Conductivity < 0.01 0.05 0.07 0.07 0.05 0.13 0.38 
Viscosity < 0.01 0.03 0.06 0.10 0.15 0.21 0.31 

∗Error = (ASME-TRACG)/ASME 
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APPENDIX C.   Material Properties 

A library of temperature-dependent material properties is incorporated in the TRACG 
code.  There are 10 sets of materials properties that comprise the library, each set supplying 
values for thermal conductivity, specific heat, density, and spectral emissivity for use in heat 
transfer calculations.  The first five sets contain properties for nuclear-heated or electrically- 
heated fuel rod simulation.  Included are nuclear fuel, zircaloy cladding and electrical heater rod 
insulating material.  The last five sets are for structural materials, including stainless steels, 
carbon steel, Inconel and concrete.  The material indices used in the library are: 

• Mixed oxide fuel • Stainless steel, Type 304 

• Zircaloy • Stainless steel, Type 316 

• Zirconium oxide • Carbon steel, Type A508 

• ATLAS heater rod insulator • Inconel, Type 600 

• Boron nitride insulation • Concrete 

The material properties in TRACG are consistent with the properties found in the GE 
BWR Materials Properties Handbooks[208],[212].  The properties contained in these handbooks are 
verified and controlled and must be used for all design applications.  The application of these 
material properties in TRACG is consistent with all other licensed GEH computer codes. 

In addition to the library of built-in material properties, the code provides for user-
supplied tables of material properties.  When tables versus temperature are provided, linear 
interpolation is used to evaluate the property. 

The nomenclature used in this appendix is consistent with the terminology defined in 
Section 6.0.  Additional quantities are defined locally in this appendix only when they are not 
already defined in Section 6.0. 

C.1. Nuclear Fuel Properties 

Generally, the properties for UO2, PuO2, and MO2 (mixed oxide) fuel are taken from GE 
Fuel and Control Material Properties Handbook[208].  In some cases these properties have been 
augmented with PuO2 properties from MATPRO[213].  Mixed oxide (MO2) is indicated when the 
fraction by weight (

2PuOf ) of PuO2 in the fuel is greater than zero. 

C.1.1. Fuel Density 

( )
2 2 2 2

3
TD PuO PuO PuO UOkg/m f f 1 f  ρ = ρ + − ρ     (C.1-1) 

where:  

fTD  =  fraction of theoretical density as specified in the input, (C.1-2) 

2PuOρ  = [[  ]] is the theoretical density for PuO2, (C.1-3) 

2UOρ  = [[   ]]  is the theoretical density for UO2. (C.1-4) 

(
b
) 
(
7
)
(
D
)

(
b
) 
(
7
)
(
D
)
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C.1.2. Fuel Specific Heat 

The specific heat versus temperature table used in earlier versions of the code has been 
replaced with a functional form.  This change was made so that the fuel enthalpy can be 
determined by analytical integration with respect to the temperature.  For unmolten UO2 and 
PuO2 the formulation from Section 2.2 of Reference [213] has been adopted.  This formulation 
can be shown to be equivalent to the formulation for UO2 given in the GE BWR Materials 
Properties Handbook[208] except for some minor differences in the values of some constants.  The 
functional form that applies to both UO2 and PuO2 is 

[ ]

2
1

3
p 22 2

D
C D exp

C E Y ET
C J/kg-K C T exp

RT 2 RTD
T exp 1

T

 
  −  = + +  

    
−   

   

 (C.1-5) 

where the independent variable is the fuel temperature (T) in kelvin.  For UO2 the constants have 
the values indicated in column 4 of the Table C-1 below.  For PuO2 the constants are set to the 
values in column 6. 

 Table C-1.  Fuel Specific Heat Constants 

1 2 3 4 5 6 

Constants Description Units 

Default 

Values for 
UO2 from 
Ref. [208]  

 

Values for 
UO2 from 
Ref. [213] 

Default 

Values for 
PuO2 from 
Ref. [213] 

C1 constant J / (kg.K) 296.898 296.7 347.4 

C2 constant J / (kg.K2) 2.422789E-2 2.43E-2 3.95E-4 

C3 constant J / kg 8.751594E+7 8.745E+7 3.860E+7 

D 
Einstein 
temperature 

K 535.285 535.285 571.000 

E 
activation 
energy for 
Frenkel defects 

J / mol 1.582866E+5 1.577E+5 1.967E+5 

R 
universal gas 
constant 

J / (mol.K) 8.3143 8.3143 8.3143 

Y 
oxygen to 
metal ratio 

none 
2.0 

(see below) 
2.0 

(assumed) 
2.0 

(assumed) 

Reference [208] suggests a nominal value of Y = 2.005 together with a proprietary functional 
dependence with gadolinia content that reduces to a value of 2.0 when no gadolinia is present.  
Reference [213] suggests a dependence on the oxygen to metal ratio that is reflected by Y/2 in 
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the last term of Equation (C.1-5), but provides no details regarding how gadolinia may impact 
the oxygen-to-metal ratio. 

If the fuel is mixed oxide (MO2), where 
2PuOf  is the fraction by weight of PuO2 in the mixed 

oxide, then the specific heat of the unmolten mixed oxide is calculated as 

( )
2 2 2 2 2p,MO PuO p,PuO PuO p,UOC f C 1 f C= + −  (C.1-6) 

 Reference [213] uses the same type of model that weights the specific heats for PuO2 and UO2 
to estimate the specific heat of the mixed oxide.   

C.1.3. Fuel Specific Enthalpy 

The specific enthalpy (h) of the fuel is determined by analytic integration with respect to 
temperature of the expressions for specific heat from Equation (C.1-5). 

( )
*T

* * *1
p 2 3 *

0
*

C D 1 Y E
h T c dT C T C exp

2 2 RTD
exp 1

T

− 
= = + +  

    
−  

  

∫  (C.1-7) 

This integration is mathematically correct, but does not consider the fact that the fuel enthalpies 
are usually defined relative to a reference enthalpy value of zero at a temperature other than 
absolute zero.  The more common definition used by TRACG is 

( ) ( ) ( )
refTT

* *
p p ref

0 0

h T c dT c dT h T h T= − = −∫ ∫  (C.1-8) 

The value for ( )*
refh T is obtained once during the initialization based on the input value of 

refT and the value is saved so that subsequent evaluations of h(T) can be calculated from 

Equation (C.1-8) by evaluating only ( )*h T  from Equation (C.1-7).  Typically refT 293.15 K=  

or refT 298.15 K=  corresponding respectively to assumed zero enthalpy references at 

temperatures of 20 C or 25 C. 

When 
2PuOf 0> , Equation (C.1-8) is evaluated once for UO2 and once again for PuO2.  The two 

specific enthalpy values are then weighted as was the case for the specific heats (see Equation 
(C.1-6)) according to: 

( )
2 2 2 2 2MO PuO PuO PuO UOh f h 1 f h= + −  (C.1-9) 
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C.1.4. Fuel Thermal Conductivity 

C.1.4.1. Fuel Thermal Conductivity for UO2 

The default correlation for thermal conductivity (k) for unmolten UO2 has been updated to be 
compatible with the model used in PRIME03[24] when 

2PuOf 0= .  For 
2PuOf 0> , TRACG04 uses a 

different formulation that is described in Section C.1.4.2.  [[  
 

 

 

  
 

 

 

]] 

( )T K  is the fuel temperature at the point of application. 

[[   ]] accounts for effects due to exposure and gadolinia content that 
were not considered in the correlation previously implemented in TRACG02.  [[  

   

  

  

(b) (7)(D)

(b) (7)(D)

(
b
) 
(
7
)
(
D
)

(b) 
(7)
(D)(b) (7)(D)
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 ]]  (C.1-15) 

E = exposure (GWd/t);  

G = gadolinia concentration (atomic fraction). 

The correlation implemented previously and described below is still available as an option.  It 
can be selected by setting PIRT227 < 1.0.  

[[ ]]  (C.1-16)  

where  

TF = Temperature (°F) 

TR = Temperature (R) 

TM = Melting Temperature (°F) 

[[     

    

       

  

  

  

  ]]  

The UO2 melting temperature in kelvin used in the formulation is [[  

   

 ]] 

C.1.4.2. Fuel Thermal Conductivity for MO2 

For mixed oxide fuel identified by 
2PuOf 0> , the thermal conductivity in units of W/(m·K) is 

[[  

(
b
) 
(
7
)
(
D
)

(b) (7)(D)

7
)
(
D
)

(b) (7)(D)

(b) 
(7)
(D
)

(b) (7)(D)

(b) (7)(D)



NEDO-32176, REVISION 4 
 

APPENDIX C  -  Material Properties C-6 

 ]]  (C.1-19)  

where TC is the temperature in celsius and [[   
   

  

  

  ]]  (C.1-21) 

C.1.5. Fuel Spectral Emissivity 

The spectral emissivity of UO2 fuel is [[  

       ]]  (C.1-22) 

where TF is the fuel temperature (°F). 

For mixed oxide fuel identified by 
2PuOf 0> , the spectral emissivity of MO2 is [[  

 

  ]]  (C.1-23) 

where T is the fuel temperature in kelvin. 

(b) (7)(D)

(
b
) 
(
7
)
(
D
)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)
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C.2. Zircaloy Cladding Properties 

Zircaloy properties are taken from the GE Fuel and Control Material Properties 
Handbook[208]. 

C.2.1. Zircaloy Density 

The density of Zircaloy is [[  

   ]]  (C.2-1) 

C.2.2. Zircaloy Specific Heat 

The evaluation of Zircaloy specific heat (Cp) in units of J/(kg⋅K) is [[  
 

 ]] (C.2-2) 

C.2.3. Zircaloy Thermal Conductivity 

The thermal conductivity of Zircaloy is [[  

  ]]  (C.2-3) 

where T is the temperature in kelvin. 

C.2.4. Zircaloy Spectral Emissivity 

The spectral emissivity of Zircaloy is [[  

  ]]  (C.2-4) 

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)



NEDO-32176, REVISION 4 
 

APPENDIX C  -  Material Properties C-8 

C.3. Zirconium Oxide Properties 

Zirconium oxide properties are taken from the GE Fuel and Control Material Properties 
Handbook[208].  Zirconium oxide is the common name of what is actually zirconium 

dioxide (ZrO2) which is also known as zirconia. 

C.3.1. Zirconium Oxide Density 

The density of zirconium oxide is [[  

   ]]  (C.3-1) 

C.3.2. Zirconium Oxide Specific Heat 

The evaluation of zirconium oxide specific heat (Cp) in units of J/(kg⋅K) is [[  
  

 

 

  ]]  (C.3-2) 

C.3.3. Zirconium Oxide Thermal Conductivity 

The thermal conductivity of zirconium oxide is [[  

  ]]  (C.3-3) 

C.3.4. Zirconium Oxide Spectral Emissivity 

The spectral emissivity of zirconium oxide is [[  
 

  ]]  (C.3-4) 

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)
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C.4. Atlas Heater Rod Insulator 

The properties of the Atlas test facility heater rod insulator material are provided below. 

C.4.1. Density 

The density of the ATLAS heater rod insulator is [[  

   ]]  (C.4-1) 

C.4.2. Specific Heat 

The specific heat of the ATLAS heater rod insulator is [[  
 

]] 

C.4.3. Thermal Conductivity 

The thermal conductivity of the ATLAS heater rod insulator is [[  
 

]] 

C.4.4. Spectral Emissivity 

The spectral emissivity of the ATLAS heater rod insulator is [[  
 

  ]]  (C.4-2) 

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)
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C.5. Boron Nitride Insulator 

The properties of boron nitride insulator material are provided in the following 
paragraphs. 

C.5.1. Density 

The density of boron nitride insulation is given in Reference [209] as 

 ρ = 2002 kg/m3 (C.5-1) 

C.5.2. Specific Heat 

The specitic heat of boron nitride insulation is given in Reference [210] as 

 2 3
p F F FC  = 760.59 + 1.7955*T  - 8.6704E-4*T  + 1.5896E-7*T  (C.5-2) 

where TF is the temperature in units of °F. 

C.5.3. Thermal Conductivity  

The thermal conductivity of boron nitride insulation is given in Reference [211] as 

 k  = 25.27 - 1.365E-3*TF (C.5-3) 

where TF is the temperature in units of °F.  

C.5.4. Spectral Emissivity 

The spectral emissivity of boron nitride insulation is modeled by the constant value: 

 1.0ε =  (C.5-4) 
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C.6. Stainless Steel 

Stainless steel properties are taken from the GE Plant Materials Handbook[212] except as 
noted below for the specific heat. 

C.6.1. Density 

The density of stainless steel in units of kg/m3 is [[  
 

   ]]  (C.6-1) 

where TF is the temperature in units of °F. 

C.6.2. Specific Heat 

The specific heat of stainless steel in units of J/(kg⋅K) is based on the formulation in 
Reference [2] and is calculated as a function of temperature using: 

 
2

p F F

3 4
F F

C  = 426.17 + 0.43816*T  - 6.3759E-4*T  

+ 4.4803E-7*T   - 1.0729E-10*T  
 (C.6-2) 

where TF is the temperature in units of °F. 

C.6.3. Thermal Conductivity 

The thermal conductivity of stainless steel is [[  
 

]] 

C.6.4. Spectral Emissivity 

The spectral emissivity of stainless steel is [[  

  ]]  (C.6-3) 

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)
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C.7. Stainless Steel, Type 316 (SS-316) 

Stainless steel properties are taken from the GE Plant Materials Handbook[212] except as 
noted below for the specific heat. 

C.7.1. Density 

The density of type 316 stainless steel is [[  

    ]]  (C.7-1) 

where TF is the temperature in units of °F. 

C.7.2. Specific Heat 

The specific heat of type 316 stainless steel in units of J/(kg⋅K) is based on the 
formulation in Reference [2] and is calculated as a function of temperature using:   

 
2

p F F

3 4
F F

C  = 426.17 + 0.43816*T  - 6.3759E-4*T  

+ 4.4803E-7*T   - 1.0729E-10*T
 (C.7-2) 

where TF is the temperature in units of °F. 

C.7.3. Thermal Conductivity 

The thermal conductivity of type 316 stainless steel is [[  
 

]] 

C.7.4. Spectral Emissivity 

The spectral emissivity of type 316 stainless steel is [[  

  ]]  (C.7-3) 

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)
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C.8. Carbon Steel 

Carbon steel properties are taken from the GE Plant Materials Handbook[212]. 

C.8.1. Density 

The density of carbon steel is [[  
 

]] 

C.8.2. Specific Heat 

The specific heat of carbon steel is [[  
 

]] 

C.8.3. Thermal Conductivity 

The thermal conductivity of carbon steel is [[  
 

]] 

C.8.4. Spectral Emissivity 

The spectral emissivity of carbon steel is [[  

  ]]  (C.8-1) 

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(
b
) 
(
7
)
(
D
)

(b) (7)(D)
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C.9. Inconel 600 

Inconel properties are taken from the GE Plant Materials Handbook[212]. 

C.9.1. Density 

The density of Inconel 600 is [[  
 

]] 

C.9.2. Specific Heat 

The specific heat of Inconel 600 is [[  
 

]] 

C.9.3. Thermal Conductivity 

The thermal conductivity of Inconel 600 is [[  
 

]] 

C.9.4. Spectral Emissivity 

The spectral emissivity of Inconel 600 is [[  

  ]]  (C.9-1) 

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(b) (7)(D)

(
b
) 
(
7
)
(
D
)

(
b
) 
(
7
)
(
D
)

(b) (7)(D)
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C.10. Concrete 

The properties of concrete are provided in the following paragraphs. 

C.10.1. Density 

The density of concrete is modeled by the constant value: 

 ρ = 2322.6767 kg/m3 (C.10-1) 

C.10.2. Specific Heat 

The specific heat of concrete is modeled by the constant value: 

 Cp = 879.228   J/(kg⋅K) (C.10-2) 

C.10.3. Thermal Conductivity 

The thermal conductivity of concrete is modeled by the constant value: 

 k  = 1.3845872  W/(m⋅K) (C.10-3) 

C.10.4. Spectral Emissivity 

The spectral emissivity of concrete is modeled by the constant value: 

 0.0ε =  (C.10-4) 
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APPENDIX D.   Derivation of the Isentropic Sound Speed as a Function of 

Pressure and Temperature for a Single-Component, Single-Phase 

Substance 

 The sonic velocity for a homogeneous equilibrium mixture ( HEa ) is given as: 

1/ 2

HE

S

P
a

 ∂
=  

∂ρ 
 (D-1) 

where the partial deriviative of pressure ( P ) with respect to density ( ρ ) is evaluated so that the 
specific entropy (S) does not change, i.e., isentropic.  Consider the following expressions for the 
differential change in entropy: 

V 2

dT 1 P
ds C d

T T ρ

∂ 
= − ρ 

ρ ∂ 
 (D-2) 

and 

p 2
P

dT 1
ds C dP .

T T

∂ρ 
= +  

ρ ∂ 
 (D-3) 

For isentropic systems, ds = 0, so 

v 2
S

T P
C

T Tρ

∂ ∂ρ   
=    

ρ ∂ ∂   
 (D-4) 

and 

p 2
P S

T P
C

T T

− ∂ρ ∂   
=    

ρ ∂ ∂   
 (D-5) 

Thus, 

Sv

p

P S

P
T TC

PC
T T

ρ

∂ ∂ρ   
   

∂ ∂   
= −

∂ρ ∂   
   

∂ ∂   

 (D-6) 

Multiply Equation (D-6) by the unity ratio: 

S

S

T T
P P

1
T T
P P

ρ

ρ

∂ ∂   
   

∂ ∂   
=

∂ ∂   
   

∂ ∂   

 (D-7) 
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and rearrange terms to get, 

S Sv

p

P S S

P T T
T P T PC

.
C T P T

T P T P

ρ ρ

ρ

   ∂ ∂ ∂ρ ∂       
         ∂ ∂ ∂ ∂         = −
   ∂ρ ∂ ∂ ∂       
         ∂ ∂ ∂ ∂         

 (D-8) 

Next apply the following relationships 

S S

S S S

P T

P T
1

T P

P T
1

T P

T

T P P

T

T P P

ρ ρ

ρ

∂ ∂   
=   

∂ ∂   

∂ ∂   
=   

∂ ∂   

∂ρ ∂ ∂ρ     
=     

∂ ∂ ∂     

∂ρ ∂ ∂ρ     
= −     

∂ ∂ ∂     

 (D-9) 

and simply Equation (D-8) to get 

v S

p

T

C P
.

C
P

∂ρ 
 

∂ 
=

∂ρ 
 

∂ 

 (D-10) 

This means that 
SP

∂ρ 
 

∂ 
 can be calculated from 

v

S T p

C
.

P P C

∂ρ ∂ρ   
=   

∂ ∂   
 (D-11) 

Now, for any gaseous substance, 
2

p
p v

2

T

T
T

C C

P

∂ρ 
 

∂ 
− = −

∂ρ 
ρ  

∂ 

 (D-12) 

Rearrange Equation (D-12) to produce: 
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2

v P

2p
p

T

T
C T

1
C C

P

∂ρ 
 

∂ 
= −

∂ρ 
ρ  

∂ 

 (D-13) 

Apply the definition for Cp 

p
P

h
C

T

∂ 
=  

∂ 
 (D-14) 

and the definition for specific enthalpy 

P
h e( ,T)= ρ +

ρ
 (D-15) 

in order to expand Cp to 

p 2
P P

e P
C

T T

 ∂ ∂ρ   
= −    

∂ ρ ∂    
 (D-16) 

The value for the specific energy e(ρ,T) and its derivatives are obtained from the thermodynamic 
properties.  Substitute the expression for Cp from Equation (D-16) into Equation (D-13) and 
expand the result to: 

2

pv

2p
2

T P P

T
TC

1
C e P P

P T T

∂ρ 
 

∂ 
= −

 ∂ρ ∂ ∂     
ρ −      ∂ ∂ ρ ∂      

 (D-17) 

Substitute the expression from Equation (D-17) into Equation (D-11) to get an expression for 

SP

∂ρ 
 

∂ 
.  Then substitute that result into the definition for the isentropic sound speed for 

homogeneous equilibrium given in Equation (D-1) to obtain the final expanded expression 

1/ 22

1/ 2

p

2TS
2

P P

HE

T
TP

a
P e P

T T

−
 ∂ρ 
  

∂ ∂ ∂ρ    
= = −   

∂ρ ∂  ∂ ∂ρ        ρ −     ∂ ρ ∂     

 (D-18) 
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APPENDIX E.   Derivation of the Two-Phase, Two-Component HEM Sonic 

Velocity 

Following the analysis of Ransom[80],[81] which has been derived in more detail in 
APPENDIX D, the sonic velocity for a homogeneous equilibrium mixture is given as: 

1/ 2

S

P
a

 ∂
=  

∂ρ 
 (E-1) 

Assuming that one component is a steam-liquid mixture and the other is an immiscible 
component such that the gaseous phase is a Gibbs-Dalton mixture, the density of the mixture 
may be expressed as: 

ρ = α (ρs + ρa) + (1 – α) ρ�  (E-2) 

Taking the derivative of this mixture density with respect to pressure at constant entropy 
gives: 

( )s a
s a

S SSS S

(1 )
P P P P P

∂ρ ∂ρ ∂ρ∂ρ ∂α        
= α + α + − α + ρ + ρ − ρ       

∂ ∂ ∂ ∂ ∂       
�

�
 (E-3) 

To evaluate 
SP

∂α 
 

∂ 
, consider the mixture specific entropy, 

S = XsSs + XaSa + (1 – Xs – Xa)S� (E-4) 

where 

s
sX

αρ
=

ρ
 (E-5) 

a
aX .

αρ
=

ρ
 (E-6) 

In an isentropic system, 

( )

( ) ( )

a s
a s a s

S SS S

s a
s a

S S

S S SS
0 X X 1 X X

P P P P

X X
S S S S .

P P

∂ ∂ ∂∂       
= = + + − −      

∂ ∂ ∂ ∂      

∂ ∂   
+ − + −   

∂ ∂   

�

� �

 (E-7) 

Since the noncondensable is assumed to be immiscible in the liquid-vapor mixture, 



NEDO-32176, REVISION 4 
 

APPENDIX E  -  Derivation of the Two-Phase, Two-Component HEM Sonic Velocity E-2 

a

S

X
0 .

P

∂ 
= 

∂ 
 (E-8) 

From Equation (E-5), 

s s s s
2

S SS S

X
.

P P P P

∂ ∂ρ ρ αρα ∂α ∂ρ       
= + −      

∂ ρ ∂ ρ ∂ ρ ∂      
 (E-9) 

Substitute Equation (E-9) into Equation (E-7) and rearrange terms to get: 

( )
s1

S SSs s sP S S P P

∂ρ∂α α α ∂ρ    
= − +    

∂ ρ − ρ ∂ ρ ∂    

∑
�

 (E-10) 

where 

a s
a s

SS S

S S S
(1 ) .1 P P P

 ∂ ∂ ∂     
= − αρ + αρ + − α ρ     

∂ ∂ ∂     
∑ �

�
 (E-11) 

Substitute Equation (E-10) into Equation (E-3) and rearrange terms to get: 

a s s a s

S Ss

a

2
SS

1 1
P P

(1 )
P P

     ρ + ρ − ρ  ρ + ρ − ρ ∂ρ∂ρ   
− α = α −        

ρ ∂ ρ ∂         

∂ρ ∂ρ   
+ α + − α +  

∂ ∂  
∑

� �

�

 (E-12) 

where 

( )
( )

s a 1
2

s sS S

ρ + ρ − ρ
=

ρ −

∑
∑ �

�

 (E-13) 

so that 

( )a s
s a

S S Ss

s s 2
S

P P P

(1 ) .
P

 ∂ρ ∂ρ∂ρ ρ     
= αρ + α ρ − ρ     

∂ ρ ρ ∂ ∂     

∂ρ 
+ − α ρ + ρ  

∂  
∑

�

�

�

 (E-14) 

Having defined an expression for 
SP

∂ρ 
 

∂ 
, the next step is to define the property 

derivatives.  Recall that the thermodynamic variables are defined as: 
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fa = fa (Pa,T) (E-15) 

fs = fs (Ps,T) (E-16) 

and 

f� = f� (P�,T) (E-17) 

where 

P = Pa + Ps (E-18) 

for a Gibbs-Dalton mixture.  The result of this is that: 

a s

SS S

P P T
1

P T P

∂ ∂ ∂     
= −     

∂ ∂ ∂    
 (E-19) 

and 

s s

SS S

P P T

P T P

∂ ∂ ∂     
=     

∂ ∂ ∂    
 (E-20) 

Here, the assumption has been made that the equilibrium partial steam pressure is that 
which corresponds to the equilibrium temperature.  Thus, 

Ps = Ps(T) (E-21) 

From this knowledge, the basic derivative properties may be defined from the chain rule as: 

a

a a a a s

SS P Sa aT T

P T

P P T P T P

    ∂ρ ∂ρ ∂ρ ∂ρ ∂ ∂       
= + −           

∂ ∂ ∂ ∂ ∂ ∂           
 (E-22) 

S

s s s s

S S Ps ST

P T

P P T T

  ∂ρ ∂ρ ∂ ∂ρ  ∂     
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∂ ∂ ∂ ∂ ∂ρ          
 (E-23) 

SS PT

P T

P P T P

 ∂ρ ∂ρ ∂ ∂     
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∂ ∂ ∂ ∂      �

� � �

�

 (E-24) 

a a

a a Pa a s
2 2

S P Pa a S

S C P1 1 T

P T T T T

 ∂ ∂ρ ∂ρ ∂  ∂         
= + −            
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 (E-25) 

s

s s s s
2

SS Ps

S Cp P1 T

P T T T P

 ∂ ∂ρ ∂ ∂       
= +        

∂ ρ ∂ ∂ ∂        
 (E-26) 
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P

2
SS

CS 1 T

P T T P

∂ ∂ρ ∂     
= +     

∂ ρ ∂ ∂    
�� �

�

 (E-27) 

where 

a

a a

a a a
P 2

P Pa

e P
C

T T

∂ ∂ρ   
= −   

∂ ρ ∂   
 (E-28) 

s

s s

s s s
P 2
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e P
C

T T

∂ ∂ρ   
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∂ ρ ∂   
 (E-29) 

P 2
P P

e P
C

T T

∂ ∂ρ   
= −   

∂ ρ ∂   �

� �

� � �

�

 (E-30) 

This leaves the specification of 
S

T

P

∂ 
 

∂ 
.  To this, consider the identity 

Xaρs = Xsρa  (E-31) 

Differentiating with respect to pressure gives 

s a s
a s a

S S S

X
X X .

P P P

∂ρ ∂ρ ∂     
= + ρ     

∂ ∂ ∂     
 (E-32) 

Using the result from Equation (E-9) and simplifying gives: 

( )

s s a
a s

S S s

a a
a s a s

SS S
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P P S S

S S S
X X 1 X X .

P P P
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 (E-33) 



NEDO-32176, REVISION 4 
 

APPENDIX E  -  Derivation of the Two-Phase, Two-Component HEM Sonic Velocity E-5 

Substituting the relations defined above, 

a

s

g gs s a a a
a s

S Ss a a

P ga a a
a 2 2

Ss a a
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s 2
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P PT T
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− α ρ +   
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�

 (E-34) 

Solving for 
S

T

P

∂ 
 

∂ 
 then gives the result 

a a a
s

S a s

g g gs a a
a s
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 (E-35) 
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Finally, at saturation conditions, this Clasius-Glapyron equation gives: 

( ) ( )
( ) ( )

( ) ( )s s ss
s s s

s s s

S P ,T S P ,TP
P ,T P ,T .

T P ,T P ,T

 −∂
= ρ ρ  ∂ ρ − ρ 

�
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�

 (E-36) 

Assuming that the following approximation is valid in the presence of a noncondensable 
gas, 

( ) ( )
( ) ( )

( )
( ) ( )
( ) ( )

( )s s s s s s
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s s s s s s
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 (E-37) 
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allows for (Ss – S�) to be expressed as 

s s
s

s

P
S S .

T

 ∂ ρ − ρ
− =  

∂ ρ ρ 

�

�

�

 (E-38) 

where ρ� is evaluated at the total pressure and ρs is evaluated at the partial pressure due to steam. 

Equations (E-14), (E-35), and (E-38) thus provide complete closure for the two-phase, 
two-component HEM sonic velocity.  It is interesting to examine the limit for no noncondensable 
as ρa → 0.  In this case, 

a

1

glim
0

S

PT

P T

−

ρ →

∂   ∂ 
=    

∂ ∂    
 (E-39) 

and 

a

lim s
0 s

S SSs

s s
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P P P
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S S P P
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∂ ρ ρ ∂ ∂      

 ρ − ρ ∂ ∂    
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�

�

�

� �

�

�

 (E-40) 

This result is in agreement with that prescribed by Free[76] and Spore[77] in the original 
TRAC choking model. 
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